
UNIVERSITY OF CALGARY

Multimode-Optomechanics, Spin-Optomechanics,

and

Nonlinear Optics in Photonic Devices

by

David Paul Lake

A THESIS

SUBMITTED TO THE FACULTY OF GRADUATE STUDIES

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE

DEGREE OF DOCTOR OF PHILOSOPHY

GRADUATE PROGRAM IN PHYSICS AND ASTRONOMY

CALGARY, ALBERTA

JANUARY, 2020

c© David Paul Lake 2020



Abstract

Nanophotonic structures are a technological platform, which enhance processes by con-

fining light to a small physical space. The spatial configuration of the light is known as a

mode. In this thesis nanophotonic structures were used to enhance nonlinear optical pro-

cesses, support optomechanics and multimode optomechanics, and finally to interface with

colour centres.

In nonlinear optics experiments, we used Gallium Phosphide (GaP) microdisks to gener-

ate second and third harmonic light. The small mode volume and low loss of these structures

allow the buildup of a very large optical power within the microdisk, as well as a high de-

gree of spatial overlap between the fundamental and second harmonic modes. This allowed

efficient second harmonic generation rates for GaP structures.

The optomechanics experiments included in this thesis were performed in diamond mi-

crodisks, which represented the first optomechanics experiments in diamond. In later work,

we modified our fabrication process such that a laser could be placed at particular wave-

lengths relative to the mode without thermal effects shifting the resonance. This, combined

with optimization that reduced the optical loss rate, allowed for operation in the so called

“sideband resolved regime”. This enabled the demonstration of coherent scattering between

photons and phonons in these devices.

Expanding on this work, we used a second optical mode in these diamond devices to

demonstrate multimode optomechanical effects. This author assisted in demonstrations of

wavelength conversion, and the first demonstration of optomechanical multimode amplifi-

cation in the optical regime. We then went on to realize novel interference effects between

widely separated wavelengths of light, which were used to build an optical switch. This same

multimode device was used to demonstrate optomechanical pulse storage where the storage

time and the phase of the stored pulse were enhanced and controlled using the auxiliary

mode.
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Finally, this thesis details our work towards the manipulation of quantum emitters em-

bedded in these diamond devices through coupling to mechanical vibrations in the device.

This platform has the potential to realize a compact system, where qubits could be directly

controlled by telecom wavelength light.
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Chapter 1

Optical Microcavities and Waveguides

1.1 Introduction: Bigger is Not Always Better

Building a photonic device is incontrovertibly a lot of work. Starting with an ultra-pure

material and employing a combination of patience, electron beam writes, plasma etches,

chemical cleans, and no inconsiderable amount of luck, a device is painstakingly carved out.

This is only the beginning of the process; after this the device must be kept in a pristine

environment, as slight amounts of dust and humidity can be detrimental to the properties

of the device. Interfacing with the device involves the placement of a probe mere tens of

nanometers from the surface and throughout its lifetime it must be delicately handled, as

any direct contact with fingers or tweezers could result in an untimely demise. So why do

researchers go through the trouble of making and testing such devices? In principle, similar

devices can be constructed on a tabletop by more conventional means. The answer, which is

the essential message of this thesis, is that “bigger is not always better”. The construction of

these tiny devices allows us access to a rich, interesting, and useful body of physics which is

simply not accessible at a larger scale. Over the course of this thesis I will strive to convince

the reader of this point.
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1.2 Optical Modes

Throughout this thesis, we will frequently encounter modes and study the interactions be-

tween them. With this in mind, it is helpful to detail exactly what we mean by “modes” from

the outset. A mode is an eigenfunction of an appropriate master equation given a specific

set of boundary conditions. Quite often, the motion of everyday objects such as a clamped

steel beam or a drumhead can be described as a linear combination of modes. For us, the

intimate dependence of modes on the boundary conditions will be of special interest. This

enables us to design systems supporting modes with specific features by careful design of the

boundaries, or to manipulate them in situ by perturbation of these boundary conditions.

To model the propagation of light in a material, we can make use of the appropriate

Maxwell’s equations [1, 2],

∇ ·D(r, t) = ρ, (1.1a)

∇× E + ∂B
∂t

= 0, (1.1b)

∇ ·B(r, t) = 0, (1.1c)

∇×H− ∂D
∂t

= J, (1.1d)

which are written in terms of electric field E and magnetic field H, as well as the displacement

field D and magnetic induction field B. In the above equations ρ is the charge density, and

J is the current, and each act as sources for the field terms. These source terms are essential

to the operation of many optical devices. Two such examples are mirrors, which can be

constructed from glass with a thin layer of conductive metal or metasurfaces, which make

use of small conductive components situated on a surface to demonstrate exotic optical

phenomena [3]. However, in our case we will construct devices from dielectric materials,

where there are no electric charges or currents. This permits us to set ρ = 0 and J = 0 in

Maxwell’s equations.
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While it may appear that we have four independent fields to deal with, we can simplify

matters using constitutive relations. We may write the components of the displacement field

in terms of the components of the electric field in a completely general form as [4, 5],

Di =
∑
j

εijEj +
∑
jk

ε0χ
(2)
ijkEjEk +

∑
jkl

ε0χ
(3)
ijklEjEkEl +O(E4). (1.2)

In the above expression, ε0 is the vacuum permittivity, ε is the relative permittivity, and

χ(n) is the nth order nonlinear susceptibility. The higher order terms in the above expansion

are relevant in circumstances where the response of the material is no longer linear, which

often occurs in situations of very intense electric field. We will revisit this in Chapter 3,

but for now we restrict ourselves to linear materials. Furthermore all materials considered

in this thesis are optically isotropic, meaning that the relation between the electric field and

displacement field is independent of direction. Under these assumptions, Eq. 1.2 simplifies

to D(r, t) = ε(r)E(r, t). Note that the relative permittivity is a scalar value, and since we

are dealing with idealized, lossless materials for now it may be taken to be real-valued. Also

note that the relative permittivity has explicit dependence on spatial coordinates; this will

allow us to describe all sorts of real world constructions, such as waveguides and optical

resonators.

In similar fashion, we may relate the H and B fields. All materials considered in this

work have an extremely weak magnetic response, and the constitutive relations in material

turn out to be very close to those in vacuum. To good approximation we may simply write

H(r, t) = 1
µ0

B(r, t), where µ0 is the vacuum permeability.

Armed with Maxwell’s equations and the constitutive relations, we are in a position to

derive some useful expressions. First we substitute the constitutive relations in the Maxwell’s

equations to eliminate the D-field and the B-field. This allows us to write the four coupled

first order differential equations as two decoupled second order differential equations by

taking the curl of Eqs. 1.1b and 1.1d and then substituting in Eqs. 1.1d and 1.1b, respectively.
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Denoting the speed of light as c = 1/√ε0µ0, we find,

∇× (∇× E(r, t)) = ε(r)
c2

∂2E(r, t)
∂t2

, (1.3)

∇×
(

1
ε(r)∇×H(r, t)

)
= 1
c2
∂2H(r, t)
∂t2

. (1.4)

While the above equations may not be particularly useful by themselves, there are two

different sets of equations that can be easily derived from it which will be quite useful in

different circumstances. The first of these is found by taking the Fourier transform of Eqs. 1.3

and 1.4 with respect to time to derive,

∇× (∇× E(r, ω)) = ε(r)
(
ω

c

)2
E(r, ω),

∇×
(

1
ε(r)∇×H(r, ω)

)
=
(
ω

c

)2
H(r, ω).

(1.5)

(1.6)

These are the master equations [5] for the propagation of electromagnetic waves in a linear,

dielectric material. Together with the transversality requirements ∇· (ε(r, t)E(r, t)) = 0 and

∇ ·H(r, t) = 0, they can be used to find the allowable configurations of the electromagnetic

field within a given dielectric structure which oscillate at a given frequency, ω. They are

often used as the starting point for numerical simulations [5, 6].

We can derive the second set of equations for the special case of a homogenous dielectric

material (i.e., where ε is independent of r). Once again, we begin with Eqs. 1.3 and 1.4,

except this time we can move ε to the r.h.s. of both expressions. Making use of the vector

identity [1] ∇ × (∇ × V) = ∇ (∇ ·V) − ∇2V, for some vector V, and the transversality

requirements derived from Eqs. 1.1a and 1.1c, we can write the following wave equations for

electric and magnetic fields,

∇2E(r, t) = n2

c2
∂2E(r, t)
∂t2

,

∇2H(r, t) = n2

c2
∂2H(r, t)
∂t2

,

(1.7)

(1.8)
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where we have defined the refractive index n =
√
ε for ε ∈ R.

In deriving the wave equations, we made the assumption that the dielectric is homogenous.

Initially this might appear to restrict us to a rather boring geometry where a single refractive

index describes all space. However, the situation is not as dire as it appears. Suppose we

have two regions of dielectric material, one with refractive index n1, and the other with

refractive index n2, which share a boundary. We may solve for the wave equation in each

region separately, and simply match the boundary conditions to create an overall solution.

These conditions may be stated in terms of field components perpendicular and parallel to

the boundary as [1, 2],

E‖,1 = E‖,2, ε1E⊥,1 = ε2E⊥,2,

H‖,1 = H‖,2, H⊥,1 = H⊥,2. (1.9)

In the next few sections we will focus on Eq. 1.7 and Eq. 1.8 in various different config-

urations of dielectric material. We will see that the geometry of the dielectrics can cause

solutions to be localized, and that the boundary conditions can induce confinement of the

modes.

1.2.1 No Confinement: Plane Waves

To begin, we examine the “boring” situation alluded to in the previous section, where a

dielectric material with refractive index nw extends through all space. A cross section of

this is shown on Fig. 1.1(a). Our aim is to satisfy Eq. 1.7 in all space given some initial

condition. One possible ansatz is the plane wave solution E(r, t) = A cos (ωt− k · r− φ),

where A is a real constant and φ is the phase. Here we have introduced the frequency ω and

the wavevector k = {kx, ky, kz}. Substituting this ansatz into Eq. 1.7 we find,

(
|k|2 − n2ω2

c2

)
E(r, t) = 0. (1.10)
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In order for this equation to hold, we require that ω(k) = ±c|k|/n as shown on Fig. 1.1(c).

This type of equation, relating the frequency and the wave vector, is called a dispersion

relation, for reasons that will become apparent in a moment [7]. While the dispersion is

linear as written here, it becomes nonlinear if we allow n to be a function of the wave

vector, or in more complicated dielectric geometries. The essential point is that ω and k are

not independent variables. For a given frequency, the wave vector must take on a definite

magnitude, and is free to propagate in a straight line in any direction. Geometrically,k will

form the surface of a sphere of radius ωn/c in k-space, as on Fig. 1.1(b).

We can further restrict our solutions by substituting our ansatz into the transversality

requirement derived from Eq. 1.1a,

0 = ∇ · E(r, t) = (k ·A) cos (ωt− k · r− φ). (1.11)

If this equation is to hold, the wave vector and electric field must be orthogonal. In fact,

following similar arguments we can prove to ourselves that E, B, and k must all be mutually

orthogonal, namely E · k = 0, B · E = 0, and k ·B = 0.
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Figure 1.1: (a) Cross section of an isotropic dielectric material with refractive index nw, with

a plane wave propagating in the z-direction. (b) Possible values of the wave vector for a fixed

energy of a monochromatic wave. (c) Dispersion relations for a plane wave travelling in a

linear, isotropic dielectric.

Our solution as written can be cast into a more convenient form by noting that,

<{E i(ωt−k·r)} = A cos (ωt− k · r− φ), (1.12)

where E = A−iφ is a complex number. In fact, by allowing the electric field to be complex

in our calculations, many operations will become more mathematically convenient. We just

need to keep in mind that in the complex representation only the real part of the field

physically exists. Furthermore, we must exercise caution when taking products of two or

more fields in this complex representation. When in doubt, we can always first take the

real parts of the constituent fields, and then perform whatever mathematical operations are

required, and change back to a complex representation if desired [8].

7



We are now in a position to construct a full solution to the wave equation in a homoge-

neous, isotropic medium. We already have a solution that is valid for a particular k, so it

is a natural extension to look for a general solution that is a superposition of these various

solutions. Such a solution is called a wave packet, and is given by,

E(r, t) =
∫ ∞
−∞

c(k)Eei(ω(k)t−k·r)dk, (1.13)

where c(k) is a Fourier coefficient. Interestingly Eq. 1.13 has the form of a Fourier transform

over k-space. It will allow us to conveniently and explicitly find the evolution of a particular

spatial configuration of an electromagnetic wave given some initial condition. To see this,

consider the wave packet at t = 0,

E(r, 0) =
∫ ∞
−∞

c(k)Ee−ik·rdk→ E(k) =
∫ ∞
−∞

E(r, 0)eik·rdr, (1.14)

where we have used the inverse Fourier transform in the second equality to write the solution

for all time terms of the solution at t = 0. Together with Eq. 1.13, this gives us a general

method to construct solutions for electromagnetic waves, even in the presence of dispersion.

Each wave packet is constructed from a combination of individual plane waves that propagate

independently in the absence of nonlinear effects.

While our approach of solving in inverse space might seem heavy-handed for this partic-

ular problem, it will be useful in scenarios for which the spatial distribution of the dielectric

medium is more complicated.

1.2.2 1-d Confinement: Slab Modes

Consider a linear, lossless, isotropic, dielectric medium formed into a thin layer in the x-

direction, with refractive index nw. This is situated between another dielectric material

with refractive index ns as shown on Fig. 1.2. Unlike the previous example, if we set an

electromagnetic wave propagating from the origin in a certain direction, it will not in general
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continue in the same direction. In fact, provided that nw > ns, for a number of initial

conditions, the propagation will be largely confined to the x − y plane. This is our first

example of guided modes.
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Figure 1.2: (a) Geometry of a slab waveguide, consisting of a slab with height h and refractive
index nw and substrate regions with refractive index ns. (b) Allowed values of the k-vector
for TE modes with fixed ω. (c) Allowed values of the k-vector for TM modes with fixed ω.

To understand why this is the case, we use Snell’s law at the interface. If a ray is

incident on the slab-substrate interface from the direction of the slab at an angle less than

θcrit = sin−1
(
ns
nw

)
it will exit the slab and enter the substrate. However, if it enters at an

angle greater than the critical angle θ > θcrit, it will be reflected back into the substrate.

Following nearly the same procedure as the previous section, we can solve for the mode

in a slab waveguide. Once again we seek solutions to Eq. 1.7, however this time due to the

fact that the refractive index changes in the x-direction, we modify our ansatz to make the

solution more clear. Since waves may propagate freely in the y − z plane, we will assume

plane wave solutions in these directions. Our ansatz then reads, E(r, t) = E(x)ei(ωt−kyy−kzz).

Placing this into Eq. 1.7, we find,

(
∂2

∂x2 + n2
wω

2

c2 − k2
y − k2

z

)
E(x) = 0, (Waveguide) (1.15)(

∂2

∂x2 + n2
sω

2

c2 − k2
y − k2

z

)
E(x) = 0. (Substrate) (1.16)
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To clean up the notation, we define the effective refractive index neff = c
n

√
k2

y + k2
z , the mode

wavelength κ = ω
c

√
n2

w − n2
eff, and the mode decay rate γ = ω

c

√
n2

eff − n2
s [8, 9]. While there

are many possible solutions to Eqs. 1.15 and 1.16, we are only interested in the subset that

are guided modes. Similar to the finite well potential problem from quantum physics, this

restricts us to standing waves within the slab, and an evanescently decaying field outside of

it. For guided modes κ and γ will be real, and our equations simplify to,

(
∂2

∂x2 + κ2
)
E(x) = 0, Waveguide, (1.17)(

∂2

∂x2 − γ
2
)
E(x) = 0, Substrate. (1.18)

Because the H-field obeys the same initial wave equation as the E-field, the solutions to

Eqs. 1.17 and 1.18 will be of the same form. Solving for each region of dielectric we find,

E(x),H(x) =



C0e
−γx for x ≥ d/2

C1 cos (κx) + C2 sin (κx) for− d/2 ≥ x ≥ d/2

C3e
γx for x ≤ −d/2

(1.19)

The presence of boundaries between the slab and waveguide dictates that we should

take precautions to ensure that boundary conditions consequent from Maxwell’s equations

are satisfied. This divides our solutions into two broad classes, transverse electric (TE)

and transverse magnetic (TM). Matching the E‖ and H⊥ components across the boundaries

means that we must match both the amplitude and the derivative of the E-field. This leads

to the condition,

tan (κγ) = 2κγ
κ2 − γ2 . (1.20)
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In similar fashion for TM modes, by demanding thatH‖ is continuous across the boundary

and matching the E⊥ component according to Eq. 1.9 we arrive at the condition,

tan (κγ) = 2κγ
κ2(nw

ns )2 − γ2 . (1.21)
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first four TE-mode (a) and TM-mode (b) solutions. (c) Dispersion diagram and light cone

for TE modes (blue) and TM modes (red). (d) Effective index versus wavelength for TE

modes (blue) and TM modes (red).
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Solution of Eqs. 1.20-1.21 will give discrete values of κ and γ that are valid for a given

value of ω as shown on Fig. 1.3. These solutions may be indexed by an integer, q, which

denotes the number of antinodes in each solution. By summing over all these modes, and

including a Fourier coefficient, we may construct a general solution to guided modes in the

spirit of Eq. 1.13. This is given by,

E(r, t) =
∑
q

∫ ∞
−∞

∫ ∞
−∞

cq(ky, kz)Eq(x)ei(ωq(ky,kz)t−kyy−kzz)dkydkz. (1.22)

We see that in this case, the integral over the x-direction has been replaced by a sum.

1.2.3 2-d Confinement: Fiber Modes

Z

x

y

nw

(a)

ns

ns

Figure 1.4: Geometry for fiber modes, consisting of a

cylindrical waveguiding region with diameter d and re-

fractive index nw. The surrounding region has refractive

index ns.

Next we will investigate 2-d con-

finement of an optical mode.

The next logical step would be

a waveguide with a rectangular

cross section, where our ansatz

would take the form of E(r, t) =

E(x, y)ei(ωt−kzz). Such a geometry

is solved in [9–11], however because

most of the systems studied in this

thesis have azimuthal symmetry we

will instead study a waveguide with

a circular cross section. Working in

cylindrical coordinates, we use the

ansatz E(r, t) = E(ρ, φ)ei(ωt−kzz),

and place this into the wave equation (Eq. 1.7). Note that in cylindrical coordinates, the

Laplacian operator becomes ∇2 = ∂2

∂ρ2 + 1
ρ
∂
∂ρ

+ 1
ρ2

∂2

∂φ2 + ∂2

∂z2 . Unlike previous cases, where the
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various components of our vector field are decoupled from each other, in cylindrical coordi-

nates this will not be the case for Eρ and Eφ components. We may however solve for the Ez

component by substituting into the wave equation to find,

(
∂2

∂ρ2 + 1
ρ

∂

∂ρ
+ 1
ρ2

∂2

∂φ2 − k
2
z + n2

wω
2

c2

)
E(ρ, φ) = 0, (Waveguide) (1.23)(

∂2

∂ρ2 + 1
ρ

∂

∂ρ
+ 1
ρ2

∂2

∂φ2 − k
2
z + n2

sω
2

c2

)
E(ρ, φ) = 0. (Substrate) (1.24)

Next, we search for seperable solutions of the form, E(ρ, φ) = P (ρ)Φ(φ). Using separation

of variables, this yields two equations,

∂2Φ
∂Φ2 +m2Φ = 0, (1.25)

∂2P

∂ρ2 + 1
ρ

∂P

∂ρ
+
(
n2

w,sω
2

c2 − k2
z −

m2

ρ2

)
P = 0. (1.26)

where nw,s takes on the appropriate value as a function of r. The solution for Eq. 1.25 may

be written as Φ = C0e
imφ + C1e

−imφ. Enforcing that Φ(φ) = Φ(φ ± 2π) requires m to take

on an integer value.

As with the previous section, we will define κ and γ terms to simplify the mathematics.

Defining κ =
√

n2
wω

2

c2
− k2

z and γ =
√
k2
z −

n2
cω

2

c2
, Eq. 1.26 becomes,

(
∂2

∂ρ2 + 1
ρ

∂

∂ρ
+ κ2 − m2

ρ2

)
P = 0, (Waveguide) (1.27)(

∂2

∂ρ2 + 1
ρ

∂

∂ρ
− γ2 − m2

ρ2

)
P = 0, (Substrate) (1.28)

The solution to Eq. 1.27 are Bessel functions of the first kind, Jm(κρ), and second kind

Ym(κρ). Because Bessel functions of the second kind have a singularity at r = 0, we can

eliminate these solutions as unphysical. Similarly, the solution to Eq. 1.28 are modified Bessel

functions of the first kind, Im(γρ), and second kind Km(γρ). In this case, we can eliminate

Im(γρ) as unphysical because they grow exponentially for large values of r.
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Following identical steps for the z-component of the H-field we can derive equivalent

expressions. The spatial part of our modes may now be written as,

E(ρ, φ),H(ρ, φ) =


(
C0e

imφ + C1e
−imφ

)
Jm (κρ) for ρ ≤ d/2,(

C2e
imφ + C3e

−imφ
)
Km (γρ) for ρ > d/2,

(1.29)

where C0 − C3 are coefficients. These may be determined by demanding continuity of the

tangental components of the E-field and H-field [9]. This leads to the rather formidable

expression,

4c2k2
zm

2

ω2d2

(
1
γ2 + 1

κ2

)2

=
(
J ′m(κd/2)
κJm(κd/2) + K ′m(γd/2)

γKm(γd/2)

)(
n2

wJ
′
m(κd/2)

κJm(κd/2) + n2
cK
′
m(γd/2)

γKm(γd/2)

)
,

(1.30)

where the primes denote derivatives with respect to ρ. Numerical solution of this equation

will lead to a number of discrete modes, which we index by the integer p. The full solution

for guided modes in a fiber may then be written as,

E(r, t) =
∑
m,p

∫ ∞
−∞

cmp(kz)Emp(ρ, φ)ei(ωmp(kz)t−kzz)dkz. (1.31)

where once again we have replaced an integral by an index due to an additional dimension of

confinement. Due to the discretization, we only have one direction in which the mode may

propagate. This leaves us in an interesting situation, where we could equally well write the

total mode solution as an integral over frequency,

E(r, t) =
∑
m,p

∫ ∞
−∞

cmp(ω)Emp(ρ, φ)ei(ωt−kmp(ω)z)dω. (1.32)

In the last section of this chapter we will use such a solution to describe propagation of light

through a waveguide.
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1.2.4 3-d Confinement: Microdisk Modes

As a final example we investigate confinement of electromagnetic waves in three dimensions,

working with the particular example of a microdisk, as this structure will recur throughout

this thesis. Unlike previous cases we are no longer able to assign a propagating plane wave as

the solution for a particular direction. As a consequence our solutions will become entirely

discrete, with solutions indexed by integers, p, q, and m, each corresponding to a different

dimension of confinement. All regions inside microdisk are defined to have refractive index

ni, and all areas external to the microdisk are assigned the refractive index ne. The microdisk

has diameter d, height h, and is centred on the origin of our coordinate system, as shown on

Fig 1.5(a).

In this geometry once again, only the z-component of the electric and magnetic fields are

separable. However, one can rely upon the confinement provided in the vertical direction

to define TE and TM modes, where all other field components are related the z-component

by [12],

TM = {Ez, Hr, Hφ} TE = {Hz, Er, Eφ} (1.33)

Hr = m

rµ0ω
Ez Er = − m

rεon2ω
Hz

Hφ = −i
µ0ω

∂Ez
∂r

Eφ = i

εon2ω

∂Hz

∂r

With these considerations, we define F = {Ez, Hz} depending on if we wish to solve for

TM or TE modes. To solve this, we employ separation of variables, and let F (r, z, φ, t) =

R(r)Z(z)Φ(φ)eiωt. Placing this assumption into the wave equation (Eq. 1.7) we find,

r2R′′

R
+ rR′

R
+ r2Z ′′

Z
+ Φ′′

Φ + r2κ2
on

2 = 0, (1.34)

15



where in this case primes denote partial differentiation with respect to the relevant coordi-

nate, and κo = ω/c. Slightly rearranging this equation, we can isolate for dependence on

the azimuthal degree of freedom. This must be equal to a constant, which we label −m2 for

convenience. Explicitly we have,

− Φ′′
Φ = m2 = r2R′′

R
+ rR′

R
+ r2Z ′′

Z
+ r2κ2

on
2. (1.35)
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Figure 1.5: (a) Geometry for the microdisk mode calculations. The microdisk (gray) of

width d and height h has index of refraction ni, and the surrounding medium (turquoise) has

index ne. (b) “k-space” diagram for the discretized mode solutions. (c) Dispersion diagram

and light cone for TE modes. (d) Dispersion diagram and light cone for TM modes.
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Using the rotational symmetry of the problem, we find the m must be an integer, and the

unnormalized solutions for Φ may be written as Φ = e±imφ. Placing this back into Eq. 1.34,

we have the two-dimensional problem,

R′′

r2R
+ R′

rR
+ Z ′′

Z
− m2

r2 + κ2
on

2 = 0. (1.36)

At this point, we begin to solve for the regions shown on Fig 1.5(a) separately. Within each

of these regions, the refractive index is constant, which allows us to separate variables in

each region, and then match boundary conditions. Isolating for variables with z-dependence

on the left hand side we find,

Z ′′

Z
+ κ2

on
2
q = n2κ2

o = − R′′

r2R
− R′

rR
+ m2

r2 , (1.37)

where we have chosen our constraints to match our results for a slab waveguide,

Z ′′ + κ2
o

(
n2 − n2

q

)
Z = 0. (1.38)

Because there are multiple solutions to the effective refractive index for a given value of

ko, we index these solutions by an integer, q, which gives the number of vertical antinodes.

Placing our solutions back into Eq. 1.37, we finally arrive at an expression for the radial

equation,

r2R′′ + rR′ + r2
(
k2

o

(
n2 − n2

i + n2
e

)
− m2

r2

)
R = 0. (1.39)

This is similar in form to the expressions we encountered in solving for the fiber modes. The

solutions to this equations are Bessel functions for the case that k2
o (n2 − n2

i + n2
e) > 0, and

Hankel functions for the case k2
o (n2 − n2

i + n2
e) < 0. Accordingly, we find that solutions may
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be written as,

R(r) =


AJm (κr) +BYm (κr) for r ≤ d/2

CIm (γr) +DKm (γr) for r > d/2
(1.40)

where κ = kon, γ = ko

√
n2

int − n2
ext − n2, Jm and Ym are Bessel functions of the first and

second kind, and Im and Km are modified Bessel functions of the first and second kind.

These can be further simplified by enforcing that the solution must be finite within the disk

(B = 0), and must decay to zero at infinity (C = 0).

For large radius, we may approximate the Bessel functions in our expressions as,

R(r) =


A
√

2
πκr

cos
(
κr − mπ

2 − π/4
)

for r ≤ d/2

D
√

1
2πγr exp (−γr) for r > d/2

(1.41)

In keeping with typical approximations for microdisks, we will replace radial dependence of

the modes using the exponential decay from the above expressions for regions outside the

microdisk. As most of the mode will live inside of the dielectric for the modes studied here

this is a reasonable approximation to make. To further simplify matters we will also neglect

the factor of 1/
√
r in front of these expressions. Using these assumptions, we can match

boundary conditions, to find the relations for TE and TM modes as [12],

(
αn2

n2
e

+ 2m
d

)
Jm (κr) = konJm+1 (κr) (TE) (1.42)(

α + 2m
d

)
Jm (κr) = konJm+1 (κr) (TM) (1.43)

The resulting dispersion curves for this expression are shown for TE and TM mode on

Fig 1.5(c,d).

Finally we arrive to the general solution for the field,

E(r, t) =
∑
m,p,q

cmpqEmpq(ρ, φ, z)eiωmpqt. (1.44)
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As expected we have lost our final integral: due to the three dimensional confinement, the

electromagnetic field will exist as a superposition of modes.

1.2.5 Summary

In this section we have seen that modes can arise as solutions to the wave equations, (Eq. 1.7

and Eq. 1.8) in a given dielectric geometry. For the simple examples we considered here,

dimensions that were invariant under translation were described by plane wave solutions,

and dimensions where the electromagnetic field was localized to a certain region gave rise to

discrete mode solutions. These ideas are summarized on Table 1.1, and will be useful to us

in coming chapters.

Confinement Structure E-Field Mode Momentum or Index

None Homogeneous Eei(ωt−kxx−kyy−kzz) kx, ky, kz

1-d Slab Eq(x)ei(ωt−kyy−kzz) q, ky, kz

2-d Fiber Epq(x, y)ei(ωt−kzz) q, p, kz

3-d Microdisk Empq(x, y, z)eiωt q, p,m

Table 1.1: Summary of the modes present in the geometries presented in the previous sec-

tions.

Another important type of geometry, which we have neglected to mention, is periodic

structures. A simple example of this is a dielectric Bragg stack, which consists of several

dielectric slabs stacked atop of each other with alternating refractive indices. Because this

system only possess translational symmetry for integer multiples of the slab thickness, the

possible plane wave solutions in this direction will be restricted according to Bloch’s theorem.

This can be used, for example, to create waveguides optimized to support only a certain

wavelength. Furthermore, by sandwiching a section with one periodicity between layers

with a different periodicity, one can confine a mode to a certain region. Such ideas are used
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to create a category of device known as photonic crystals. They are a rich area of research,

with significant technological applications. An excellent text on this topic may be found

in [5].

1.3 Putting it together:

Light in Waveguides and Resonators

1.3.1 Why Do Modes Couple?

(a) (b)

nc

na

nb

nc

na

nc

na

nc

(c)

nb-nc

- =

Figure 1.6: (a) Coupled mode dielectric geometry for two waveguides with refractive indices

na and nb respectively embedded in a material with refractive index nc. Light is initially

launched into waveguide a, and some portion is coupled into waveguide b. (b) By subtracting

the solution for waveguide a in isolation, we can isolate the perturbation induced by the

presence of waveguide b. (c) Driving term generated in waveguide b due the the local change

in the refractive index.

Consider some waveguide a with 2-d confinement, which is brought into close proximity

with some other waveguide b. If we propagate light through a mode in a we will find that

some portion of it will leave through a mode in waveguide b. In such scenarios, we say the

modes of the waveguides are coupled. From a naive ray optics picture, this might seem to
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be an unexpected result. After all, any electromagnetic waves impinging on the interface

are supposed to undergo total internal reflection. In fact, this coupling mechanism has been

known to some extent for quite some time. In early optics experiments, Newton brought a

slightly curved piece of glass into contact with a prism. To his surprise, he found that when

light impinged on this system, considerably more light travelled through the interface than

could possibly be explained by propagation only at the vanishingly small point of contact [13].

This situation is alleviated in the ray optics picture by accounting for the Goos-Hänchen

shift [9], but as we shall see, can be naturally explained by viewing the electromagnetic field

in terms of modes.

Let us consider waveguide a in the absence of coupling as shown on Fig. 1.6 (b). We know

from our mode solutions from the previous section that the electromagnetic field will not be

entirely confined to the waveguiding region, but will have a rapidly decaying evanescent field

extending out from the waveguide. The displacement field for an area outside the device is

simply Da = εcEa. Suppose that we place waveguide b in this region as indicated by the

red part of the mode on Fig. 1.6 (a). For the sake of simplicity, we can assume that this

perturbation is weak enough that it does not cause a change in the propagation of the mode

within the waveguide. We may now write the displacement field within waveguide b as a

sum of the former value, plus the change due to bringing waveguide b into this region, Dab =

εcEa +(εb − εc)Ea. As shown on Fig. 1.6 (c), we can see that the effect of placing a waveguide

in the vicinity is the creation of a polarization field Da −Dab = (εb − εc)Ea = Psource. This

polarization acts a generating term, injecting light into a mode in waveguide b.

Spatial Perturbation

To make our ideas from the previous section more concrete, consider the case of two parallel

waveguides, aligned to the z-direction [7]. We have an instinct from the previous arguments,

that Psource arises from the shift in the dielectric constant due to the waveguides. To help us
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isolate this in our calculations and to simplify the algebra we define the functions,

∆n2
a =


εa − εe = n2

a − n2
e Inside waveguide a,

0 Outside waveguide a,
(1.45)

and,

∆n2
b =


εb − εe = n2

a − n2
e Inside waveguide b,

0 Outside waveguide b.
(1.46)

Using the notation defined above, Eq. 1.7 (the wave equation) becomes,

(
∇2 − n2

e + ∆n2
a + ∆n2

b
c2

∂2

∂t2

)
E(x, y, z, t) = 0. (1.47)

In general it may not be possible – or very often we do not want – to solve this expression

exactly. However if we have access to the mode solutions for each waveguide individually

and if they are only weakly coupled, we can use them to construct a solution. These modes

will be solutions to the following wave equations, respectively,

(
∇2 − n2

e + ∆n2
a

c2
∂2

∂t2

)
Ea(x, y, z, t) = 0, (1.48)(

∇2 − n2
e + ∆n2

b
c2

∂2

∂t2

)
Eb(x, y, z, t) = 0. (1.49)

Following the arguments of previous sections, we write our solutions in terms of the modes of

the waveguide. For the sake of simplicity we will consider only one mode in each waveguide.

We can then construct the overall solution as a superposition, explicitly,

Ea(x, y, z, t) = Ea(x, y)e−i(βaz−ωt), (1.50)

Eb(x, y, z, t) = Eb(x, y)e−i(βbz−ωt), (1.51)

E(x, y, z, t) =A(z)Ea(x, y, z, t) +B(z)Ea(x, y, z, t). (1.52)
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Note that if we were to strictly adhere to the notation of the previous section we would

probably use kz instead of βa and βb. In literature the β notation is often used for waveguides,

and is called a “propagation constant”.

Our final task is to find an equation that governs the z-dependence of the spatial envelopes

A(z) and B(z). To do this we substitute Eq. 1.52 into Eq. 1.47, and use Eqs. 1.48 and 1.49

to simplify. Collecting leftover terms into the expression yields,

(
d2A

dz2 − 2iβa
dA

dz

)
Ea(x, y)e−i(βaz−ωt) +

(
d2B

dz2 − 2iβb
dB

dz

)
Ea(x, y)e−i(βbz−ωt) (1.53)

= −k2
o∆n2

bAEa(x, y)e−i(βaz−ωt) − k2
o∆n2

aBEb(x, y)e−i(βbz−ωt).

To simplify this, we make a series of related assumptions, which forms the basis of what is

known as coupled mode theory [7]. Our major assumption is that coupling between these

waveguides is weak, which will have a few repercussions. Firstly we can assume a slow

exchange of energy between the waveguides, allowing us to set the second order spatial

derivatives equal to zero. Next, we assume orthogonality between the modes. This is cer-

tainly true for modes that exist in the same dielectric structure, where it can be shown that

the following orthogonality conditions hold [7, 11],

βm

2ωµ

∫ ∫
Em · E∗ndxdy = δmn, (1.54)

βm

2µ

∫ ∫
Hm ·

E∗n
ε
dxdy = δmn, (1.55)

with the integrals taken over all space. Note that this condition is written for the electric

field itself and not for E(x, y). Because the electric field is written in terms of a mode profile

and slowly varying envelopes A(z) and B(z) we may choose normalization conditions on the

modes or envelopes individually as convenient, provided that the value of the electric field

is preserved.
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In the present case however, the mode solutions we are using are solutions to two different

sets of boundary conditions, and may not be strictly orthogonal. While techniques exist to

overcome this, we can assume that the overlap between the modes in different waveguides is

small enough that Eq. 1.54 is a valid approximation [14]. Using this assumption, we multiply

by the complex conjugate of each mode, and integrate over all space, arriving at the coupled

mode equations,

dA

dz
= −iγabBe

i(βa−βb)z − iγaaA, (1.56)
dB

dz
= −iγabAe

i(βb−βa)z − iγaaB, (1.57)

where,

γaa = εoω

4

∫ ∫
E∗a∆nbEadA, (1.58)

γbb = εoω

4

∫ ∫
E∗b∆naEbdA, (1.59)

γab = εoω

4

∫ ∫
E∗a∆naEbdA, (1.60)

γba = εoω

4

∫ ∫
E∗b∆nbEadA. (1.61)

The coupled mode equations above contain momentum shifts due to the presence of the

waveguide, as well as coupling terms. With the benefit of hindsight, we can apply these shifts

directly into Eq. 1.50 by setting βa → βa + γaa and into Eq. 1.50 by setting βb → βb + γbb.

Our final coupled mode equations now read,

dA

dz
= −iγabBe

i(βa−βb)z, (1.62)
dB

dz
= −iγabAe

i(βb−βa)z. (1.63)
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These expressions indicate an exchange between the waveguides as a function of z, which is

dependent not only on the strength of the coupling coefficients, γab and γba, but also on phase

matching terms βa − βb and βb − βa. This points to two general requirements to achieve

good coupling: we must have good overlap between modes to enhance the coupling strength,

and we must phase match the waveguides to be able to transfer all of the energy from

one waveguide to another. Good spatial overlap can be achieved by, for example, placing

waveguides in close proximity, and ensuring that the device geometry is small enough to

ensure a large evanescent field. Phasematching can be ensured by designing the geometry

of the waveguides to ensure that phasematching conditions are met. For example, one

could attempt have have similar effective indices in both waveguides at the desired optical

wavelength.

Temporal Perturbation

In the previous section, we found that perturbation with respect to spatial coordinates

allowed us to describe coupling between two waveguides as a differential equation with respect

to the spatial coordinates. In this section we will describe the coupling of a waveguide and a

resonator. Because the resonator is very localized in comparison to the waveguide, differential

equations with respect to z would not be particularly useful. Instead we will use temporal

perturbation to derive differential equations with respect to time.
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a(t)

b(z,t)b(z0,t0) b(z1,t1)... ...

Figure 1.7: Waveguide-cavity coupling geometry. The resonator is shown as a circle, and

has refractive index na. The waveguide is the rectangular regions, and has refractive index

nb. The dotted lines represent long lengths of the waveguide, and the dashed line indicates

the mirror symmetry of the system.

Consider the geometry shown on Fig. 1.7. To make matters easier, we assume the res-

onator couples only to the waveguide, and does not experience significant loss to other

channels such as material absorption. As before, we use the solutions for each waveguide

individually, and demand that they fulfill Eq. 1.47. The essential difference here is that we

construct solutions as a linear combination of modes using coefficients that are functions of

time instead of space. In this case we will focus on the coupling of a single resonator mode

to a continuum of waveguide modes. With these considerations in mind, we arrive at the

ansatz,

Ea(x, y, z, t) = Ea(x, y, z)e−iωat, (1.64)

Eb(x, y, z, t, ω) = Eb(x, y)e−i(ωt−β(ω)z), (1.65)

E(x, y, z, t) = a(t)Ea(x, y, z, t) + b(t)
∫

Eb(x, y, z, t, ω)dω. (1.66)

where a(t) and b(t) encode the slow time evolution of the electric field in the resonator and

the waveguide, respectively. Placing our ansatz into Eq. 1.47, and using the fact that Ea

and Eb are each solutions in the absence of the opposite dielectric structure, we find the
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expression,

(ä− 2iωaȧ) Ea(x, y, z)e−iωat +
∫ (

b̈− 2iωaḃ
)

Eb(x, y, ω)e−i(ωt−β(ω)z)dω

= ∆n2
bω

2
aaEa(x, y, z)e−iωat

n2
e + ∆n2

b
+
∫ ∆n2

aω
2
bbEb(x, y, ω)e−i(ωt−β(ω)z)

n2
e + ∆n2

a
dω. (1.67)

Note that in the above expressions all exponentials have an opposite sign to what we might

expect. Physically this convention make no difference because we are only taking the real

part of the field, it is only the relative sign between the propagation constant and time that

determine the direction a wave will travel in a waveguide.

Once again we will have to make a few approximations. Assuming that the coupling is

weak, we can discard second derivatives in time. We can then use the orthogonality of the

modes to derive the following expressions,

ȧ =
∫
γab(ω)b(ω)e−i(ω−ωa)tdω + γaaa, (1.68)

ḃ(ω) = γba(ω)be−i(ωa−ω)t + γbbb(ω). (1.69)

Each of these equations includes a self term due to coupling, which shifts the frequency of

the modes. While this might be important if one wants to take into account frequency shifts

in the resonator due to coupling, we are are not interested in such cases here. As before, we

absorb the self terms by redefining the frequency of the resonator and waveguide, and move

into a rotating frame with the definitions,

anew(t) = aold(t)e−i(ωa+γaa)t (1.70)

bnew(t, ω) = bold(t, ω)e−i(ω+γbb)t (1.71)

27



This yields the following equations of motion for the mode amplitudes,

ȧ = −iωat+
∫
γab(ω)b(ω)dω (1.72)

ḃ(ω) = −iωb(ω) + γ∗ab(ω)a. (1.73)

To solve these expressions, we will require either initial or final conditions. Both sets of

conditions will be useful to us, as we often want to inject a known signal into the waveguide

and predict the dynamics, or in the second case to predict the dynamics from a signal at

the output. We will consider the initial conditions to be time t0 and location z0, and final

conditions to be time t1 and location z1, as shown on Fig. 1.7. The formal solution for

Eq. 1.73 in terms of the initial conditions is,

b(ω) = e−iω(t−t0)b0(ω) + γab(ω)
∫ t

t0
e−iω(t−τ)a(τ)dτ. (1.74)

Notice that the two terms in Eq.1.74 come from two different sources. The first term rep-

resents the unperturbed evolution of photons launched into the waveguide at z0, t0 up until

they arrive at z, t. The second term describes interactions with the cavity mode at z, t.

Placing Eq.1.74 into Eq. 1.72 we find,

ȧ = −iωaa+
∫
|γab(ω)|2

∫ t

t0
e−iω(t−τ)a(τ)dτdω +

∫
γab(ω)e−iω(t−t0)a0(ω)dω. (1.75)

The coupling term at this point has an explicit frequency dependence. However, if the

dispersion of the waveguide is small compared to the eventual bandwidth of the cavity, we

can make the Markov approximation: γab(ω) =
√

κ
2π . Note that if this were not the case, we

could expand the coupling term in a Taylor series, which would lead to a Fano lineshape as
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opposed to the Lorentzian lineshapes we will derive here. We now have,

ȧ = −iωaa+ κ

2π

∫ t

t0

(∫
e−iω(t−τ)dω

)
a(τ)dτ +

√
κ

2π

∫
e−iω(t−t0)b0(ω)dω

= −iωaa+ κ

2π

∫ t

t0
2πδ(t− τ)a(τ)dτ +

√
κain,

(1.76)

where we have defined an input operator, ain. Note that as defined a convenient and con-

ventional normalization condition is to take a to have units of energy, which means that ain

will have units of power. Taking the integral over the δ-function to give a factor of 1/2, we

arrive at an expression for the cavity in terms of the optical input,

ȧ = −
(
iωa + κ

2

)
a+
√
κain. (1.77)

Similar expressions can be derived in terms of the optical output, and then boundary condi-

tions can be applied depending on the specific configuration of the waveguide and resonator.

These are covered in more detail in Appendix A.1.

Identical expressions to Eq. 1.77 can be derived by assuming linear coupling, and applying

energy conservation and time reversal symmetry arguments [14, 15]. While such arguments

are certainly much cleaner, we have chosen the current approach to mode descriptions and

couplings in as close analogy to the quantum treatment as possible.

1.3.2 Quantum Light in Dielectrics

This section is not intended to be a detailed review of quantization procedures, but is included

to point out some of the similarities and differences between the classical and quantum

treatment of modes in a dielectric. In many ways, it is less of a logical leap to quantize

under these conditions than in free space. The arguments here will nearly identically follow

the classic text by Walls and Milburn [16].
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We begin with the Hamiltonian for a dielectric [2],

H =
∫

(E ·D + H ·B) dr. (1.78)

Our intention is to quantize the E and B fields. As has been pointed out in [17, 18] errors

will arise in this approach if nonlinear effects are included, and one ought to quantize the

D field. In our case, we will restrict ourselves to the linear situation. Using the constitutive

relations (Eq. 1.2) the Hamiltonian becomes,

H = 1
2

∫ (
εE2 + µ0H2

)
dr (1.79)

We will work with the vector potential in the Coulomb gauge (∇ · A = 0) where E = −∂A
∂t

and B = ∇×A. This can be inserted into Maxwell’s equations (Eqs.1.1a-1.1d) to find,

∇2A = 1
µε

∂2

∂t2
A (1.80)

This has the form of a wave equation, which we have seen several examples of how to solve.

Taking a hint from Section 1.3.1, we write an ansatz consisting of the mode solutions and

slowly evolving time-dependent coefficients. This time around instead of working with a

complex solution and leaving the fact that only the real part is physical implicit, we will

include a complex conjugate to ensure that our solutions are explicitly real and physical,

Ai(x, y, z, t) =
∑
i

(
ci(t)E(x, y, z)e−iωit + c∗i (t)E∗(x, y, z)eiωit

)
. (1.81)

As mentioned before, modes within the same structure can be shown to be orthogonal.

We are also free to choose a normalization factor for the modes, or for the time dependent

coefficients, ci(t). Choosing one will immediately determine the other. In this case we choose,

∫
v

EP ∗i (x, y, z)Ej(x, y, z)dv = δij. (1.82)
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This condition can be combined with the transversality condition to find a normalization

constraint on ci(t). For reasons that will become apparent later, we also make the change of

variables ci(t) = ai(t)
√

~
2ωiε . This gives expressions for the vector potential and electric field

as,

Ai(x, y, z, t) =
∑
i

√
~

2ωiε
(
ai(t)E i(x, y, z)e−iωit + a∗i (t)E∗i (x, y, z)eiωit

)
, (1.83)

Ei(x, y, z, t) = i
∑
i

√
~ωi
2ε

(
ai(t)E i(x, y, z)e−iωit − a∗i (t)E∗i (x, y, z)eiωit

)
. (1.84)

Finally we identify the time dependent coefficient with the raising and lowering operators

of the quantum harmonic oscillator (ai(t)→ âi(t), a∗i (t)→ a†(t)). These obey the canonical

relations
[
âi, â

†
j

]
= δij, and [âi, âj] =

[
â†i , âj†

]
= 0. Substituting these results into the Hamil-

tonian given by Eq. 1.79, we recover the Hamiltonian of the quantum harmonic oscillator,

Ĥ =
∑
i

~ωi
(
â†i âi + 1

2

)
. (1.85)

Just as calculating equations of motion for the slowly varying envelopes in Section 1.3.1 gave

us information about how the electromagnetic field will act as a function of time, calculating

the time evolution of the raising and lowering operators will give us insight into the evolution

of our quantum fields. To make this explicit, we will derive the quantum analogue to temporal

coupled mode theory, known as input-output theory.

1.3.3 Input-Output Theory

Input-output theory [19, 20] arose from the need to describe a damped quantum system

where one explicitly keeps the evolution of the larger system inducing the damping. This

situation may be described by the Hamiltonian Ĥ = Ĥa + Ĥb + Ĥab where Ĥa describes the

dynamics of the system we care about, Ĥb describes the dynamics of the large system, and
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Ĥab describes the coupling between the two. They are given by [20],

Ĥb =
∫ ∞
−∞

~ωb̂†(ω)b̂(ω)dω, (1.86)

Ĥab = i~
∫ ∞
−∞

γ(ω)
(
b̂†(ω)â− â†b̂(ω)

)
dω. (1.87)

This gives the equations of motion,

˙̂a = − i
~
[
â, Ĥa

]
−
∫ ∞
−∞

γ(ω)b̂(ω)dω, (1.88)

˙̂
b(ω) = −iωb̂(ω) + γ(ω)â. (1.89)

These are quantum analogues to Eq. 1.72 and Eq. 1.73 so we will use the same strategy for

solution. Solving for b̂(ω) in terms of the initial conditions gives,

b̂(ω) = e−iω(t−t0)b̂0(ω) + γ(ω)
∫ t

t0
e−iω(t−τ)â(τ)dτ (1.90)

Placing this into Eq. 1.88, we find

˙̂a = − i
~
[
â, Ĥa

]
+
∫ ∞
−∞
|γab(ω)|2

∫ t

t0
e−iω(t−τ)â(τ)dτdω +

∫ ∞
−∞

γ(ω)e−iω(t−t0)b̂0(ω)dω (1.91)

We then make the Markov approximation γ(ω) =
√

κ
2π , to find,

˙̂a = − i
~
[
â, Ĥa

]
+ κ

2π

∫ t

t0

(∫ ∞
−∞

e−iω(t−τ)dω
)
â(τ)dτ +

√
κ

2π

∫ ∞
−∞

e−iω(t−t0)b̂0(ω)dω

= − i
~
[
â, Ĥa

]
+ κ

2π

∫ t

t0
2πδ(t− τ)â(τ)dτ +

√
κâin

= − i
~
[
â, Ĥa

]
− κ

2 â+
√
κâin (1.92)

where we have defined âin = 1√
2π
∫∞
−∞ e

−iω(t−t0)b̂0(ω)dω. This expression will be very useful

later in this thesis, where it will describe the evolution of the system driven by an optical

waveguide.
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Similar arguments can be used to derive the evolution of the cavity in terms of the

outputs. Relating this to the inputs given above we find the input-output relations, [19, 20]

âin − âout =
√
κâ. (1.93)

Suppose that our system is a single optical mode with Ĥa = ~ωaâ
†â. The equation of

motion will read,
˙̂a = −

(
iωa + κ

2

)
â+
√
κâin. (1.94)
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Chapter 2

Nanofabrication

2.1 Introduction

The creation of nanophotonic devices benefits tremendously from the tools, techniques, and

materials developed for use in the semiconductor industry. For example Silicon-On-Insulator

(SOI) wafers, which typically consist of an ≈ 250 nm layer of silicon atop a layer of Silicon

Dioxide (SiO2), were originally produced to reduce parasitic capacitance between proximal

circuit components and offer insulation between components. This has since been borrowed

for photonic applications, where the SiO2 layer may be easily removed from underneath

silicon components by a wet acid etch. In the next section we will briefly introduce the main

tools we used in our fabrication process, and then detail the process itself in the final section.
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2.2 Fabrication Tools and Techniques
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Figure 2.1: (a) Working principle of an E-beam evaporation tool. (b) Main components of

a PECVD tool. (c) Cross section of an ICP-RIE tool. (d) Main components of an E-beam

lithography tool.
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2.2.1 Electron-Beam Evaporation

Electron beam evaporation is a method to deposit a material onto a substrate in a thin

layer. In our fabrication procedure it is used to deposit titanium onto the substrate to make

the surface conductive. A cartoon of the working principle of a typical E-beam evaporator

is shown on Fig. 2.1(a). Initially, an electron gun ejects electrons from the cathode in the

direction of the anode. The electrons are then steered using an adjustable magnetic field such

that they strike a target, in our case a titanium puck. The kinetic energy of the electrons

are converted to heat on striking the target, which causes sublimation of the target material.

Once a critical buildup of vapour in the target chamber is achieved, a valve is opened to the

deposition chamber, and the vapour coats the substrate. The entire system is kept under

vacuum, which prevents arcing of the electron gun, provides a collision free path for the

electrons, and prevents cooling of the puck from contact with room temperature gas.

Note that this process is similar to, but slightly different from, sputtering. In the case of

sputtering, the material is expelled from the target due to the kinetic energy of the incident

beam, as opposed to sublimation due to heating.

2.2.2 Plasma Enhanced Chemical Vapour Deposition

Plasma Enhanced Chemical Vapour Deposition (PECVD) is another method of depositing

thin films onto a substrate. PECVD takes places inside of a chamber such as the one

depicted in the cartoon on Fig. 2.1(b). Precursor gases enter the chamber through a shower

head situated at the top of the chamber and byproducts are removed via pumping near the

bottom edges. The sample is placed on a plate at the bottom of the chamber, oftentimes using

physical clamping. On entering the chamber, the precursor gases are subject to an intense

AC electromagnetic field. Because electrons have much lower mass than the nuclei, they

are able to track the motion of the alternating field, whereas the nuclei are comparatively

unaffected. Eventually, this imparted energy, in conjunction with collisions with mobile
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electrons, will cause the precursor gases to ionize. When these ionization processes exceed

the loss mechanisms, a runaway chain reaction occurs and forms a plasma. This process is

known as Townsend discharge [21].

While other chemical vapour deposition (CVD) techniques exist, PECVD differs in the

use of a plasma to enhance the CVD process. This allows the desired chemical reactions to

occur at a faster rate compared to CVD, or can enable chemical reactions to take place which

would not have been possible in the absence of the plasma. This has significant advantages.

For example, the self bias mechanism has the benefit of attracting positively charged ions to

the surface of the sample, where the requisite chemical processes for film deposition may take

place. Furthermore, the dissociation of electrons and ions creates extreme electron mobility,

and extremely high effective temperatures for these electrons. This can enable chemical

processes that would be extremely unlikely to occur at lower temperatures. Oftentimes

CVD techniques rely upon heating substrates to high temperatures to achieve similar goals.

In our diamond fabrication process PECVD is used to deposit Silicon Nitride (Si3N4).

This process uses the precursor gases Silane (SiH3) and Ammonia (NH3), which if appropri-

ately balanced can deposit Si3N4 with H2 gas as a byproduct. In practice, the deposited film

is not perfectly stoichiometric, and will contain additional hydrogen within the film. This

can in principle be removed through annealing [22].

2.2.3 Inductively Coupled Plasma – Reactive Ion Etch

In addition to enabling chemical reactions on the surface of samples, which can lead to the

conformal deposition of material, plasma may also be used to etch away material. Indeed

plasma etching is an integral part of modern semiconductor processes, as it allows directional

etching, as opposed to chemical etches, which are often (but not always) isotropic. Plasmas

are able to etch material via three principle processes. Firstly, physical etching may take

place, where the kinetic energy of fast moving ions mills and dislodges material. Secondly,

chemical etching may occur, where free radicals, precursor gases, and any other electrically

37



neutral substances diffuse towards the sample and chemically react with the sample surface to

create volatile or unstable byproducts, which are then pumped out of the chamber. Thirdly

ion assisted etching may occur, where ions are accelerated towards the sample, accelerating

the chemical etch on impact. Note that unlike chemical etching, which can be isotropic, ion

assisted etching is inherently directional.

ICP-RIE stands for Inductively Coupled Plasma-Reactive Ion Etch. Just as in the

PECVD system described above, this tool has a capacitively coupled component where an

alternating electromagnetic field is created inside a capacitor formed between the chamber

walls, and the bottom plate as shown on Fig. 2.1(c). However, unlike the particular PECVD

described above, the chamber walls are grounded and the bottom plate is coupled to the RF

source via a capacitor. This capacitor allows the AC drive to pass, while also decoupling the

bottom plate from ground 1. Electrons will strike the chamber walls, as well as the sample

and the bottom plate. Because the bottom plate is not grounded, the absorption of electrons

will cause a large accumulation of charge. This will create a bias across the chamber known

as the ‘self bias’, or ‘DC bias’, and will cause ions to be accelerated towards the sample.

This process is self limiting; if the bias becomes very large, more ions will strike the sample,

thus reducing the bias, however if the bias is quite small, then fewer ions will be attracted

towards the plate.

In addition to the capacitive coupling ICP-RIE also uses inductive coupling. This sec-

ondary coupling is generated by a set of coils wound about the chamber, as depicted on

Fig. 2.1(c). These secondary coils induce electric field lines that run in concentric circles in a

plane parallel to the sample. This configuration allows excellent control over the properties

of the plasma etch. Because the motion of ions and electrons from inductive coupling is par-

allel to the sample, it does not directly control the acceleration of ions towards the substrate.

It does however permit control over the degree of ionization inside of the chamber. On the

other hand the capacitive coupling may be used to control both the acceleration and the
1We say the system is capacitively coupled because the plasma is inside a capacitor, not because the RF

source is connected to the bottom plate through a capacitor.
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ionization rate. Using these two controls in tandem, a user can set the forward acceleration

of ions via the capacitive coupling, and then adjust the degree of ionization with the induc-

tive controls. The coupling mechanisms above are highly dependent on the etch conditions,

and the inductive and capacitive loads in the circuits driving the plasma may vary quite

significantly from etch to etch. To overcome this the capacitive and inductive coupling are

each incorporated into separate tuning circuits, which ensures good power transfer and low

reflected power.

Control over the temperature of the sample is also important, as it can determine which

chemical reaction take place, and well as the speed of these reactions. Most ICP-RIE tools

permit control over this with a combination of electric resistance heating and cryogenic

cooling. The base plate and sample are kept in good thermal contact by use of a backing

flow of helium as depicted in Fig. 2.1(c).

2.2.4 Electron Beam Lithography and Scanning Electron Microscopy

Electron Beam Lithography (EBL), is used to define the geometry of the devices we want

to create. The main advantage of EBL over more commonly used optical lithography is

the small feature sizes enabled by use of electrons. The operation and design principle of

an EBL system is very similar to an SEM (Scanning Electron Microscopy). Electrons are

initially ejected from a tungsten cathode within an electron gun, as depicted on Fig. 2.1(d).

These are then focused through one or more condenser lenses and apertures. The condenser

lenses are formed from coils of wire encased in a yoke, as depicted on Fig. 2.1(d). The user

varies the current through the coils to adjust the strength of the lens, and the yoke increases

the gradient of the magnetic field in the small area though which the electron beams passes.

The purpose of the condenser lens is ensure that a large portion of the electron beam passes

through the aperture. The purpose of the aperture is to ensure that the diameter of the

electron beam is well-defined. A smaller aperture will permit smaller features to be resolved,

at the expense of overall beam current. After passing through this initial stage, the beam
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enters an objective lens which focusses the beam on the sample. This objective also includes

deflector plates, such that the beam may be scanned over the sample. It is worth mentioning

that the lenses used in an EBL or SEM do not act in an exactly analogous manner to their

optical counterparts. An optical lens is constructed in such a way that a point source located

in the focal plane will form parallel rays on the other side of the lens. In an EBL or SEM,

the lens does not magnify the image, but serves to ensure that electrons are incident on only

a very small, circular area of the substrate.

In an SEM system electrons are scattered from the sample, and are subsequently recorded

by a camera. By simultaneously scanning the electron beam over the surface and recording

counts on a camera an image of the sample may be constructed. In an EBL, the sample

is coated with electron beam resist. This electron beam resist may either be positive tone,

where the exposed areas harden and define a mask after development, or negative tone, where

the exposed areas weaken and will form open areas after development. An EBL tool will

also be constructed with extremely sensitive stage positioners, utilizing laser interferometers,

to allow the definition of a masks over large areas with minimal stitching artifacts between

write fields.Finally, an EBL will also be equipped with an electrostatic beam blanker, which

prevents unwanted exposure of unpatterned parts of the sample.

2.2.5 Wet Etching

Wet etching is the submersion of a sample in an etchant for the purposes of cleaning it or

etching a sacrificial layer. For example, Hydrofluoric Acid (HF) will etch SiO2 over Si with

an extremely large selectivity, providing an efficient way to undercut SOI structures.

Piranha is a colloquial name for a mixture of sulphuric acid (H2SO4) and peroxide H2O2,

which is used to clean organics from substrates in preparation for further processing steps.

It is typically mixed in a 3:1 ratio, to prevent explosive results. When mixed, this solution

will undergo a highly exothermic reaction, and will bubble vigorously.
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2.3 Diamond Surface Preparation

One of the principle motivations for creating photonic devices from diamond is the presence

of colour centres, which can act as quantum qubits [23–25]. Embedding these devices within

a photonic structure would allow efficient optical access to these colour centres. While this

is certainly an attractive platform in principle, perhaps the greatest technical hurdle facing

networked colour centres is their tendency to have large linewidths when adjacent to surfaces.

This is only made worse when the colour centres are created by means of ion implantation.

In order to mitigate the issue, we use a surface cleaning and annealing process based on the

work of Chu et al. [26], as will be described in this section.

Due to differing requirements, and the necessity to involve many people and geographic

locations, this process has had a tendency to get somewhat disorganized within the group. As

a consequence, many samples have undergone various variations of this process. Furthermore,

in the literature itself, there is variation in the process utilized by various groups, or even the

same groups over a period of time. With this in mind, here we detail an ‘idealized’ process,

based off the work of Sangtawesin et al. [27]. To the best of our knowledge, this represents

the state of the art in diamond implantation.

Our samples are CVD (Chemical Vapour Deposition) grown diamonds, purchased from

element 6. These are SCD samples, with a {100} top face. These may be acquired in either

optical grade, with nitrogen concentrations below 1 ppm and quantum (formerly electronic)

grade with nitrogen concentrations below 5 ppb. As purchased, these samples are either

single- or double-sided polished to < 30 nm Ra, where Ra is the mean deviation of the

surface profile.

1. Mechanical Polishing

Samples are initially cleaned in a piranha solution in order to remove any contaminants

from initial packaging. Note that if samples have progressed beyond the diamond etch

stage of fabrication, they must be sent out for polishing before further fabrication.
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Figure 2.2: Diamond surface preparation workflow and equipment used for tri-acid cleaning.

While there may be areas of the chip that appear to be clean, we have observed anec-

dotally that these areas will not etch properly if fabrication were to proceed without

first polishing the substrate. The samples are polished by Delaware Diamond Knives,

which can achieve up to 5 nm Ra. It is interesting to note that due to the hardness of

diamond the samples can only be polished by other diamonds.

2. Plasma Treatment

At this point the surface of the samples cannot be further polished by mechanical

means. However, the surface of the diamond will posses areas of high stress due to

the mechanical polishing. This stress can cause inhomogeneous broadening of colour

centres within the diamond [26–28], as well as issues with fabrication. To relieve this

stress, the diamond surface is etched using a ICP-RIE etch with Ar/Cl chemistry.

This will also further smooth the surface [29]. For this we use the PlasmaLab etcher

at NINT, beginning with a chamber clean (Table 2.1) followed by a condition step,

and then the etch (Table 2.2). Note that the sample is only placed in the chamber

during the etch step, but the carrier wafer will be used in all steps. In these tables ‘t’ is

the duration of the etching step, ‘T’ is the temperature, ‘He’ gives the rate of flow for

the helium backing, ‘Pch’ is the pressure of the chamber, ‘RF’ is the set power, actual
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power, and reflected power of the RIE component, ‘DC Bias’ gives the range of bias

achieved between the substrate and ground, and ‘ICP’ is the set power, actual power,

and reflected power of the ICP component. The last two columns give the flow rates of

the plasma precursors. Some parameters, such as the helium backing, will vary from

etch to etch, but the data given in these charts come from a time when these etches

were working well.

Purpose t
[h:m:s]

T
[◦C]

He
[sccm]

Pch
[mTorr]

RF
[W]

DC Bias
[V]

ICP
[W]

O2
[sccm]

SF6
[sccm]

Clean 01:00:00 20 12.8 50.1 100/102/3 448-452 2000/2003/3 100 10.1

Table 2.1: PlasmaLab cleaning recipe. Recipe name: “OPT-Chamber Clean 20 ◦C”

Purpose t
[h:m:s]

T
[◦C]

He
[sccm]

Pch
[mTorr]

RF
[W]

DC Bias
[V]

ICP
[W]

Ar
[sccm]

Cl2
[sccm]

Condition 00:15:00 17 13.0 2.9 250/254/3.5 492-470 1500/1506/3.5 25.0 40.1
Etch 00:30:00 17 14.8 3.1 250/254/8.5 457-473 1500/1506/2.5 25.1 40.0

Table 2.2: PlasmaLab Ar/Cl2 etch recipe. Recipe name: “Diamond Ar/Cl2”.

The Ar/Cl2 etch will proceed quite quickly through the diamond. This etch is followed

by an oxygen etch, which for convenience is also performed on the PlasmaLab at NINT.

We begin with a 30 minute version of the clean on Table 2.1 without the sample,

followed by the recipe on Table 2.3 with the sample.

Purpose t
[h:m:s]

T
[◦C]

He
[sccm]

Pch
[mTorr]

RF
[W]

DC Bias
[V]

ICP
[W]

O2
[sccm]

Condition 00:15:00 15 18.2 10.1 80/82/2.5 324-328 850/857/1.5 30.1
Etch 00:30:00 15 18.6 10.0 80/81.5/3 329-331 850/857/2 30.1

Table 2.3: PlasmaLab anisotropic O2 etch recipe. Recipe name: “Birgit etch - RF 80/ICP
850”.

3. Anneal

At this point the sample is ready for annealing. This step is performed in Calgary,

where we have a vacuum furnace capable of reaching 1200 ◦C, and a turbo pump

connected to the vacuum tube. At the time of writing this thesis all of our annealing
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has taken place in a glass vacuum tube, but on the advice of Professor Nathalie de Leon

we have purchased alumina tubes. While this has the disadvantage that the sample

may no longer be optically measured, it should prevent the formation of SiC (Silicon

Carbide) on the surface of the diamond. The suggested ramp sequence in [27] is as

follows,

(a) T1 = 100 ◦C, Ramp = 1 hour, Hold = 11 hours

(b) T2 = 400 ◦C, Ramp = 4 hours, Hold = 8 hours

(c) T3 = 800 ◦C, Ramp = 6-12 hours, Hold = 8 hours

(d) T4 = 1200 ◦C, Ramp = 6-12 hours, Hold = 2 hours

Temperatures at 400 ◦C aim to move interstitial defects, 800 ◦C aids in the forma-

tion of colour centres, and 1200 ◦C eliminates divacancies and multivacancies [28].

While ramping temperatures, careful attention should be paid to the pressure, as quick

changes in temperature may cause pressure spikes. It is also a good idea to pre-bake

the vacuum tube equipment at low pressure before this process is undertaken.

4. Tri-Acid

Following the anneal procedure, there will be a layer of graphite on the surface of

the sample. Graphite is notoriously difficult to remove from surfaces. In the case of

diamond a 1:1:1 mixture by volume of Sulphuric (H2SO4, 95.0-98.0% concentration),

Perchloric (HClO4, 70% concentration), and Nitric acid (HNO3, 68-70% concentration)

is used to remove this layer. Beyond the usual acid handling procedures, special care

must be taken when handling perchloric acid, as it can form highly explosive crystals.

To prevent this, the apparatus in Fig. 2.3 is used to minimize and neutralize vapours,

and the entire apparatus is placed in a wash-down fume hood. Samples are to be left

in the tri-acid mixture for at least an hour.

5. Implantation
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After tri-acid cleaning the samples are sent out for ion implantation. Charged ions

of a desired species are accelerated towards the sample. These ions will embed in

the sample, creating damage tracks which will result in the creation of vacancies.

Implantation depths, straddles, and the spatial distribution of created vacancies may

be calculated using SRIM (Stopping Range of Ions in Matter), a free Monte Carlo

software package [30]. Nitrogen and silicon naturally predominantly occur in 14N and
28Si isotopes, respectively. With this in mind, it is sometimes useful to implant 15N

or 29Si isotopes if one wishes to approximately identify which colour centres were

implanted. This will be evident through differences in the hyperfine structure.

In the past we have used either Materials Diagnostics or Innovion for implantation.

In either case, samples must first be mounted on a wafer before being sent for im-

plantation. If one requires a step-like distribution of colour centres, multiple fluences

and acceleration voltages may be used [28]. Another useful trick is to request that the

sample be angled during implantation. We have usually used an angle of 5◦ in the past.

This is to prevent “channeling”, which is the tendency for ions to travel along certain

crystal axes preferentially, leading to unintentionally deep implantation depths.

6. Anneal

This proceeds as the previous anneal step.

7. Tri-Acid

This proceeds as the previous tri-acid step.

8. O2 Anneal and Piranha

After tri-acid cleaning the sample is annealed under a mixture of O2 and Ar. This

should take place in a range between 445 - 450 ◦C. Following this step, the sample is

cleaned in a piranha mixture, as detailed in the next section.
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2.4 Diamond Nanofabrication Process

2.4.1 Overview of Diamond Fabrication Techniques

The fabrication process we use for diamond was originally developed in our group by Aaron

Hrcyiw and Behzad Khanililoo for the fabrication of diamond nanobeam devices [31]. The

principal difficulty in creating these structures was in developing a robust and repeatable

method to undercut devices such that they were released from the substrate. This was a

difficult problem; the goal was to create devices from SCD in order to benefit from the

long coherence times of quantum emitters embedded within the diamond. Unfortunately,

SCD is only available in very small dimensions (typically 3 mm × 3 mm × 0.5 mm), and

unlike SOI, does not contain a sacrificial layer that may be removed by wet etching. Ideally

this procedure would involve “standard” cleanroom procedures and equipment such as those

listed in the preceding section, so that it could in principal be reproducible, and scalable.

Prior to the work of Khanaliloo et al. [31], a number of different approaches had been ap-

plied to the problem. Initially ion beam milling techniques where used on thinned diamond

layers. Here a beam of ions (Ga+) [32] were accelerated towards the diamond to physically

mill the material. Unfortunately thinning diamond material is a difficult process. To cir-

cumvent this problem, the group of Marko Lončar pioneered the use of a Faraday cage in

ICP-RIE etching [33,34]. In this process, a metal cage, formed into the shape of a triangular

prism, was placed over the sample in the etching chamber. As ions were accelerated down-

wards during the fabrication process, they were deflected by the cage. This enabled undercut

structures with a triangular cross section to be etched using ICP-RIE. By comparison, the

process of Khanililoo et al. did not require thinning of the diamond samples, or specialized

equipment such as Faraday cages, but only ICP-RIE etching.

The process of Khanililoo et al. [31] was later applied by Mitchell et al. [35] in the

Barclay group to construct microdisks, which were used for the first demonstration of cavity

optomechanics in diamond. In 2017 Mouradian et al., from the group of Dirk Englund used
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Hard mask removal.

this process to create photonics crystals [36]. Due to changes in the various tool conditions,

the entire process used by our group needed to be ported over to new etchers, and the steps

re-optimized. Additional steps were also inserted to help improve the thermal properties

of the microdisks as detailed in [37]. This work was completed as a collaboration between

Matthew Mitchell and myself, with the steps detailed in the remainder of this chapter.

2.4.2 Equipment Used and Purpose of Each Step

Fabrication of diamond samples within our group occurs in Edmonton, and is completed with

a combination of tools available at nanoFAB and NINT (National INstitute of Technology).

This process flow is detailed in the cartoon on Fig. 2.3.

i Substrate preparation

• Piranha Clean: Wet Process Piranha Wet Deck 2B, (nanoFab)

• Nitride Deposition: PECVD (Trion), (nanoFab)

• Titanium Deposition: JUV E-Beam Evaporator, (NRC)
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• Photoresist Deposition: Brewer Spinner and Hotplate, (nanoFab)

In order for the following steps to succeed, it is important that we start with a clean

surface from the outset. If the surface is not clean at this stage, there is no way to

fix it later and the following steps will fail. If one is concerned with the coherence

times of quantum emitters inside of the diamond, then further surface preparation must

be undertaken, as detailed in the previous section. Every fabrication run begins with

piranha cleaning the diamond piece and any silicon test pieces we will be using. We make

sure to use our own glassware for this step to prevent contamination.

Following this clean, we deposit approximately 300 nm of SiNx as a hard mask to protect

certain parts of the diamond later on in the process. If one wants to make nanobeams or

photonic crystals, it is a good idea to use a thinner layer to aid in the faithful transfer

of small features. To ensure the most reproducible conditions possible, we have been

performing a physical clean and cool before every deposition. We have also been mount-

ing both the diamond sample and some silicon test pieces to the carrier wafer before

deposition to prevent the sample from being blown around and flipping during chamber

venting. The test pieces allow us to infer the thickness of the nitride using filmetrics, as

the spot size of the filmetrics tool is too large for direct use with a diamond sample.

Because diamond and silicon nitride are excellent insulators, we need to deposit titanium

before the EBL step. This is done using an EBL evaporator at NINT, with the sample

mounted on a silicon carrier wafer using vacuum grease. Finally, we mount the sample

in a spinner, and pipette ZEP as the electron beam resist layer for the upcoming EBL

step.

ii E-beam lithography

• E-beam lithography: RAITH150 Two EBL System, (nanoFab)

• Cold Development: Cold plate (Stir-Kool SK-12D), (nanoFab)
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We follow standard EBL steps. Cold development is used to develop the pattern because

it slows down the development process. This gives us more control over the development

endpoint, and decreases our chances of over or under developing the resist. We use IPA
2 to quench the development.

iii First silicon nitride etch

• Silicon Nitride etch: ICP-RIE (Oxford Estrelas), (nanoFab) OR

• Silicon Nitride etch: ICP-RIE (Oxford Plasmalab), (NRC)

This first plasma etch transfers the pattern from the electron beam resist into the silicon

nitride hard mask. Because it uses C4F8 / SF6 chemistry, this etch will only attack

exposed SiNx, and will stop at the diamond layer. If using Estrelas, we first clean the

chamber with the following recipe:

Purpose
t

[h:m:s]

T

[C]

He

[sccm]

Pch

[mTorr]

RF

[W]

DC Bias

[V]

ICP

[W]

O2

[sccm]

Clean 01:30:00 0 25.9 20 150 231 2000 100

Table 2.4: Recipe: Extended Chamber Clean with Wafer.

Prior to etching the diamond sample, we etch the silicon test pieces with the SiNx film

we deposited earlier. From this we can extract an etch rate for the SiNx. Because the

patterns we wish to transfer into the SiNx mask on the diamond piece contain small

features, they will etch more slowly than the fully exposed SiNx on the test pieces.

To compensate for this, we have been etching the SiNx on diamond for 20% longer

than required time calculated from the etch rate measurements. The recipe for Estrelas

follows:
2Isopropyl Alcohol, not India Pale Ale.
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Purpose
t

[h:m:s]

T

[C]

He

[sccm]

Pch

[mTorr]

RF

[W]

DC Bias

[V]

ICP

[W]

C4F8

[sccm]

SF6

[sccm]

Condition 0:10:00 15 12 10 20 55.5 1200 14 14

Etch 0:02:30 15 12 10 20 55.5 1200 14 14

Table 2.5: Recipe: Si Mixed Etch.

iv First diamond etch

• Resist strip: UV / Ozone Bonder, (nanoFab)

• (Optional) Piranha Clean: Wet Process – Piranha – Wet Deck 2B, (nanoFab)

• Diamond etch: ICP-RIE (Cobra Metal Etch) OR

• Diamond etch: ICP-RIE (Oxford Plasmalab), (NRC)

To minimize the amount of debris during the next steps of the process, we remove the

electron beam resist by first exposing it to UV, and then washing it in remover PG. If

this does not remove all the electron beam resist, we can use a piranha clean. With this

complete, we do an anisotropic diamond etch with O2 chemistry to define the sides of

our devices. On Cobra, this begins with the following cleaning step:

Purpose
t

[h:m:s]

T

[C]

He

[sccm]

Pch

[mTorr]

RF

[W]

DC Bias

[V]

ICP

[W]

O2

[sccm]

SF6

[sccm]

Clean 1:00:00 15 3 10 100 210 2000 50 5

Table 2.6: Recipe: Clean + SF6.

And is followed by a condition and etch:
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Purpose
t

[h:m:s]

T

[C]

He

[sccm]

Pch

[mTorr]

RF

[W]

DC Bias

[V]

ICP

[W]

O2

[sccm]

Condition 0:15:00 15 3 10 110 311 1000 28.8

Etch 0:12:00 15 3 10 110 316 1000 28.6

Table 2.7: Recipe: Diamond O2 Etch.

v Second silicon nitride deposition

• Nitride Deposition: PECVD (Trion), (nanoFab)

This second SiNx deposition will be used to protect the sidewalls of our devices. It is

thinner than our first deposition (we typically aim for 150 nm), which will allow us to

expose the diamond only in the patterned areas in the next step.

vi Second silicon nitride etch

• Silicon Nitride etch: ICP-RIE (Oxford Estrelas), (nanoFab) OR

• Silicon Nitride etch: ICP-RIE (Oxford Plasmalab), (NRC)

This etch removes the silicon nitride protective layer from the bottom of the trenches of

our sample. The duration of this etch is of critical importance. It most be long enough to

expose the diamond layer in the trenches of the sample, but short enough to leave enough

SiNx protecting the device. Quite often samples are prone to ‘breakthrough’ where the

nitride along the upper edges of the sample fails, resulting in etching of the diamond

below. This likely indicates that the seam where the two layers of nitride meet are the

weakest point in the mask. Ensuring that the maximum amount of material possible is

positioned in this area significantly helps with preventing breakthrough.

vii Second diamond etch

• Diamond isotropic etch: ICP-RIE (Oxford Plasmalab), (NRC)
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Undercutting of structures starts with this quasi-isotropic plasma etch. Because there is

no bias applied to this etch it is quite slow, to counteract this to some degree, the base

temperature of the etch has been increased to the maximum the tool can handle. To get

up to temperature, and to clean the chamber, we start with the following cleaning step,

Purpose
t

[h:m:s]

T

[C]

He

[sccm]

Pch

[mTorr]

RF

[W]

DC Bias

[V]

ICP

[W]

O2

[sccm]

SF6

[sccm]

Clean 2:00:00 15 13.7 50 100 452 2000 100 10

Table 2.8: Recipe: Pre-SCD Iso Clean.

This is followed by a clean, and the first part of the quasi-isotropic etch:

Purpose
t

[h:m:s]

T

[C]

He

[sccm]

Pch

[mTorr]

RF

[W]

DC Bias

[V]

ICP

[W]

O2

[sccm]

Condition 0:15:00 250 7.8 15 0 0 3000 90.2

Etch 5:00:00 250 6.8 15 0 0 3000 90.0

Table 2.9: Recipe: Diamond Isotropic - ICP 3000.

viii Pedestal Shaping (Only for microdisks)

• Silicon Oxide deposition: JUV E-Beam Evaporator, (NRC)

Using e-beam evaporation we deposit amorphous SiO2 into the trenches of our devices.

This is used for the microdisk samples to help control their shape.

ix Second diamond etch (continued)

• Diamond isotropic etch: ICP-RIE (Oxford Plasmalab), (NRC)

This is the same as step (vii)

x Hard mask removal
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• HF clean: Wet Process – HF/BOE – Wet Deck 1A/1B (nanoFab)

• Piranha clean: Wet Process – Piranha – Wet Deck 2B, (nanoFab)

At this point the devices are fully defined, and we just need to clean things up. The

HF step seems to remove the silicon nitride after ≈ 1/2 hour, but in theory HF should

not etch silicon nitride much at all. If newer silicon nitride recipes at nanoFab are more

resistant to HF, we might need to consider another method for this. As a final step, we

do a piranha clean to remove organics, and to improve surface termination for colour

centres.

2.4.3 Etch Optimization

Troubleshooting

Over the course of the diamond fabrication process, the PECVD etches will require some

special attention. Even a recipe that has been working very well for one fabrication run,

may not work well on the next fabrication run. Chamber conditions will change over time

and it is important to be able to deal with and to compensate for this. In order to keep

track of the health of the etch, a few important things to watch for are:

• Reflected Power

If the instrument has high reflected power after the strike step (anything larger than a

few Watts as a rule of thumb), the etch should be stopped immediately as high reflected

powers can damage the instrument. The cause of this is often that the tuning circuits

have fallen into a local minimum that is far from the global minimum. Try running the

etch again after adjusting the tuning capacitors. Note that the ideal capacitor values

for the strike step, and the etch step may differ.

• DC bias
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This is a good indication of the overall health of your etch. Changes in the bias might

be due to change in conductivity of the sample due to contamination, backing, or

changes in the tool itself. If the DC bias drifts excessively far, try cleaning the back of

the wafer with a nitrogen gun, or using a fresh carrier wafer. Note that for consistency

with past etches, test grade wafers must be used, as higher grade wafers will have a

different conductivity and will change the etch.

• Backing

An excessively high helium flow rate indicates (i) that your wafer warped, (ii) that

your wafer is dusty on the back, (iii) a potential misalignment in mounting, or (iv)

buildup of debris / misalignment in the chamber clamps. If the problem still persists

after trying cleaning and a new wafer, you may have to manually clean the chamber

and adjust the wafer clamping.

Pseudo Bosch Silicon Etching

Plasma etches typically remove material from a substrate via chemical etching and me-

chanical etching. In chemical etching, ions impinge on the substrate, and combine with the

substrate to form chemically volatile compounds, which may be pumped out of the chamber.

Mechanical etching on the other hand, occurs when ions impact the substrate, and dislodge

material. Often in an etch one of these mechanisms will dominate, so we will say the etch is

a ‘chemical etch’ or a ‘mechanical etch’. In addition to this, etches may also use passivation.

Passivated etches deposit material during the etch to protect the sidewalls, ideally creating

a smooth profile.

The SiN etches we used are based on the Bosch etch, which was originally formulated

for deep etching of silicon [21]. In the Bosch etch, SF6 and C4F8 precursors are alternately

pumped into the chamber. The SF6 etches the SiN chemically, by combining with silicon to

form volatile SiF4, and mechanically through bombardment of F ions [21]. In contrast, C4F8

acts to passivate the etch by forming a fluorocarbon film on the substrate. This alternation
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between etching and passivation permits fast etching, while maintaining a vertical sidewall

profile. However, due to the alternation between etching and passivation, the sidewall profiles

will be scalloped.

Figure 2.4: Comparison of passivation in a Pseudo Bosch etch. The columns are for etches
with C4F8/SF6 = {12/16, 14/14, 20/12}.

In the pseudo Bosch etch [21, 38], the etching and passivation gases are injected at the

same time. This will slow down the progress of the etch, as the downwards etch rate must

exceed the deposition rate of the passivation layer, however it can create very smooth, near-

vertical sidewalls, which are ideal for photonic structures. An example of the results of

changing gas ration are shown on Fig. 2.4. Here the columns contain data with C4F8/SF6 =

{12/16, 14/14, 20/12}. In the first column, we see the effects of under passivation, resulting in

scalloped edges and etch overhang. In the second column, the etch has been well passivated,

resulting in smooth edges and a vertical sidewall profile. In the last column, the etch has

been over passivated, resulting in sloped sidewalls, and debris on the sidewalls.
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Oxygen Diamond Etching

All final surfaces on the device will have been formed using the O2 etch. Unlike the pseudo

Bosch etch, this etch is not passivated, and relies on the injection of only a single species.

This limits the available control parameters to temperature, gas flow, chamber pressure, RF

power, and ICP power. In Fig. 2.5 we show the effect of increasing RF power. In general

a higher RF power will cause the sidewalls to become more vertical, and the etch rate will

increase.
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Figure 2.5: (a-e) Oxygen etch RF sweep, etched with the parameters on Table 2.10.
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Plot ICP [W] RF [W] DV Bias [V]

a 850 20 130

b 850 40 190

c 850 60 230

d 850 80 279

e 850 100 311

Table 2.10: RF parameter sweep for the diamond oxygen etch.

(a) (b) (c) (d)

Figure 2.6: (a-d) Oxygen etch ICP sweep, etched with the parameters on Table 2.11

An example of sweeping ICP power while adjusting RF to maintain constant bias is

shown on Fig. 2.6, with parameters as shown on Table 2.11.

Plot ICP [W] RF [W] DV Bias [V]

a 850 80 281

b 1000 90 280

c 1150 100 291

d 1300 110 293

Table 2.11: RF parameter sweep for the diamond oxygen etch.
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Chapter 3

Nonlinear Optics

3.1 Introduction: Efficient Telecom to Visible Wave-

length Conversion in Doubly Resonant GaP Mi-

crodisks

This chapter presents this author’s work “Efficient telecom to visible wavelength conver-

sion in doubly resonant GaP microdisks”, Appl. Phys. Lett. 108(3), 031109 (2016), with

the slight modification of the insertion of two more panels into Fig. 3.1. In this work, we

demonstrated that efficient second harmonic generation (SHG) could be achieved in Gallium

Phosphide (GaP) devices.GaP possess 4 symmetry, such that rotation by ±90o is equiva-

lent to inverting the domain [49]. This is leveraged here to achieve quasi-phasematching by

choosing a geometry where light is forced to propagate along a curved path.

Finally, a thermal shifting technique was developed to tune the fundamental and second

harmonic mode into resonance. In addition to the data presented here, we also observed

third harmonic generation (THG). Because the collection of THG light was not particularly
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efficient, this was not included in this work, but is subject to ongoing investigation in the

lab. Note that since this time, a much more elegant approach to the calculations detailed

here has been published [39].

D.P. Lake, H. Jayakumar, L.F. dos Santos, and D. Curic acquired the data. M. Mitchell

fabricated the devices. D.P. Lake designed the experiment, and wrote the manuscript with

P.E. Barclay.

3.2 Second Harmonic Generation

Since the first observation of second harmonic generation (SHG) in 1961 [40], it has become a

ubiquitous demonstration of nonlinear optics. In recent years there has been mounting inter-

est in SHG within micron-scale optical structures such as waveguides and cavities [41–51].

These experiments seek to take advantage of devices whose combination of large optical

quality factor, Q, and small mode volume, V , provide enhancements to electromagnetic

per-photon field intensities at both fundamental and second harmonic wavelengths. Fur-

thermore, the compact nature of these optical devices lends itself to convenient integration

into complex on-chip photonic circuits. To date SHG has been demonstrated in a num-

ber of microresonator geometries including microdisks [46, 50–52], microrings [53], micro-

spheres [54], photonic crystal nanocavities [44,45,47,48] and waveguides [55,56]. An impres-

sive 9× 10−2mW−1 conversion efficiency was achieved by Fur̈st et. al. in macroscopic (mm)

sized whispering gallery mode resonators [57]. Conversion between 1985 nm and 993 nm

light with normalized outside and circulating efficiencies of 10−5mW−1 and 10−3mW−1, re-

spectively, have been demonstrated in µm-scale gallium arsenide microdisks with low optical

absorption at IR wavelengths [51]. Microcavities have also been utilized in nonlinear optical

processes including sum-frequency generation [58], and third harmonic generation [59].
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Figure 3.1: (a) SEM of a GaP microdisk before being undercut. (b) m = 27 fundamental
TE mode. (c) P̃NL

z . generated by the mode shown in (b). (d) m = 56 third order TM mode

In this work we study microdisk cavities such as the device shown in Fig. 3.1(a), fabricated

from gallium phosphide (GaP). The optical transparency window of GaP spans wavelengths

from 550 nm to IR, making it a promising material for nonlinear wavelength conversion be-

tween C-band (1550 nm) and visible wavelengths [47]. Second harmonic conversion efficiency

can be enhanced by fabricating microcavities supporting high-Q optical resonances at λc

and λ̃c that are resonant with the pump (λo) and second harmonic wavelengths (λ̃o = λo/2),

respectively. The high sensitivity of small-V devices to fabrication imperfections and vari-

ations in material optical properties, combined with their large free-spectral range, makes

it challenging in practice to realize high-Q/V doubly-resonant microcavities. Approaches

for addressing this problem include near-field perturbative tuning [60], and bulk tempera-

ture tuning [52]. Here we demonstrate a method for tuning optical resonance wavelengths

in-situ using dispersive intracavity thermo-optic effects, and utilize this tuning to enable

highly-efficient conversion between λo = 1545 nm and λ̃o = 772 nm, with normalized outside

efficiency in excess of 3.8× 10−4 mW−1.
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Efficient SHG in microcavities requires, in addition to resonances at λo and λ̃o, a phase-

matching mechanism to overcome dispersion intrinsic to the microcavity. A common ap-

proach to achieve this, known as quasi-phasematching, relies upon periodic domains with

alternating nonlinear susceptibility [4]. The zincblende structure of GaP possess 4 symme-

try [4], which can be used to realize quasi-phasematching of microdisk whispering gallery

modes without explicit creation of periodic domains [49, 51, 61]. The microdisks studied

here support radially polarized (TE) modes near λo, and both TE and vertically (ẑ) po-

larized (TM) modes near λ̃o, that are coupled by the second order nonlinear susceptibility

of GaP. The amplitude of the radial and ẑ field components these modes varies with eimθ,

where m is the azimuthal mode number and θ is the cylindrical angular coordinate. The

corresponding cartesian in-plane components Ex and Ey of the TE modes experiences a sign

change with period |∆θ| = π. As a result, the second order nonlinear polarization along z,

P̃NL
z = 2ε0d14ExEy where d14 is the relevant nonlinear susceptibility tensor element of GaP,

experiences a sign change with period |∆θ| = π/2. This is visualized in Fig. 3.1(b), and can

be interpreted as momentum imparted by the periodic effective inversion of crystal orienta-

tion, creating azimuthal momentum components at 2m± 2. As a result, the time-averaged

coupling between P̃NL
z and the TM microdisk mode with azimuthal index m̃ is maximized

when m̃ = 2m ± 2. This ±2 offset can compensate for microdisk dispersion [49], so that

satisfying λc|m = 2λ̃c|2m±2 becomes possible.

The impact of these effects on SHG is captured by [49]:

P̃ = |K|2 λ̃c/2Q̃e

∆̃(λo, Pd)2 + (λ̃c/2Q̃t)2
(3.1)

[
λc/2Qe

∆(λo, Pd)2 + λ2
c/4Q2

t

]2

P 2,

which describes the second harmonic power P̃ output into a waveguide coupled to the mi-

crodisk for IR pump power P input to the waveguide. Qe,t and Q̃e,t are the external waveg-

uide coupling (e) and the total (t) quality factors of the pump and IR microdisk modes,
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Figure 3.2: (a) Cartoon of influence of P on detunings ∆(λo;P ) (blue) and 2∆̃(λo;P ) (red)
for η > 0. The dashed lines show the expected behavior in absence of thermo-optic effects.
(b) IR transmission spectrum of a fiber taper coupled to a 6.52 µm diameter microdisk. (c)
Red line: Visible transmission spectrum of the fiber taper. Green line: SHG signal generated
by the IR input light from (b) and collected by the fiber taper. Note that for the P used in
(b) and (c), the shortest wavelength IR mode nearly satisfies the double resonance condition.

respectively. The quasi-phasematching is captured by the second harmonic coefficient, K,

given in the Supplementary Material. The remaining terms describe the cavity enhance-

ment, and are maximized at “double resonance” where both the pump and second harmonic

fields are resonant with a cavity mode, i.e. ∆ = ∆̃ = 0. Here, ∆(λo, Pd) = λo − λc(Pd)

and ∆̃(λo, Pd) = λ̃o − λ̃c(Pd) = λo/2 − λ̃c(Pd) are the detunings between the pump and

second harmonic fields, respectively, and the microdisk modes. Due to photothermal effects

discussed below, λc and λ̃c depend on the pump power dropped into the cavity, Pd.

In microdisks, double resonance is generally not satisfied intrinsically. However, adjusting

the microdisk temperature, T , can compensate for an initially non-zero relative detuning |λc−

2λ̃c|. Changes in T modify λc and λ̃c via thermal expansion and the thermo-optic effect [62],

and tuning rates dλc/dT and dλ̃c/dT can differ due to dispersion of the modal confinement,
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refractive index (nGaP), and thermo-optic coefficient. In the experiment described below,

the wavelength dependence of the normalized thermo-optic coefficient (1/nGaP)dnGaP/dT is

the dominant mechanism for tuning rate dispersion. For GaP we calculate this coefficient

at λc and λ̃c to be 3.4× 10−5 [K−1] and 2.9× 10−5 [K−1] respectively [63], which leads to a

differential tuning coefficient η = 1− (2dλ̃c/dT )/(dλc/dT ) = 0.176.

In our experiment we do not have independent control of T . However, because of linear

optical absorption and accompanying heating, T is proportional to Pd(∆). For a given η

and initial |λc− 2λ̃c|, it is possible to find a critical power P = Pcrit where double resonance

is achieved. The principle of this scheme is illustrated in Fig. 3.2(a), where we sketch ∆

and 2∆̃ versus λo for three values of P , assuming η > 0. As λo is tuned towards λc from

blue to red, the increase in Pd(∆) heats the cavity, causing both λc and λ̃c to shift to longer

wavelengths. For P < Pcrit (left panel in Fig. 3.2(a)) the deviation is relatively small and

double resonance is never realized. When P = Pcrit (center panel in Fig. 3.2(a)), the double

resonance condition is satisfied. For P > Pcrit (right panel in Fig. 3.2(a)), λc is shifted past

2λ̃c before λo reaches λc, and double resonance is never achieved. A sharp change in ∆ and

∆̃ occurs in all three scenarios when λo “catches up” to the thermally shifted λc [62].

We now show that this tuning scheme can be used to demonstrate SHG at double res-

onance in GaP microdisks fabricated following Mitchell et al. [64]. To identify promising

microdisks for efficient SHG, devices were characterized using fiber taper mode spectroscopy

at IR wavelengths, while the spectrum of SHG produced by the microdisk and collected by the

fiber taper was simultaneously measured. Figure 3.2(b) shows the transmission through the

fiber taper when it is positioned in the near field of a 6.52 µm diameter microdisk, measured

with P ∼ 0.5 mW from a tunable IR wavelength laser (New Focus TLB-6700). Evanescent

coupling from the fiber taper to high-Q microdisk doublet modes [12] results in sharp trans-

mission dips and corresponding large Pd. Through comparison with finite difference time

domain (MEEP) simulations of the microdisk mode spectrum measured from 1470−1570 nm,

we identify doublets near 1545 nm and 1554 nm as corresponding to TE-polarized modes
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Figure 3.3: (a) Normalized transmission of the pump through the fiber taper when λo is
scanned from 1544 nm to 1548 nm (in the direction of increasing λo) for various fixed values
of P . A thermally induced cavity resonance shift is evident with increased P . The red
dashed line traces over points of minimum transmission where λo = λc. (b) SHG signal
corresponding to the operating conditions in (a). The dashed line traces λc from (a), and
serves as a guide to the eye.

with m, radial (p), and axial (q) numbers {27, 1, 1} and {19, 3, 1}, respectively. From fits to

the doublet lineshape, we measured unloaded Q of 1.1× 105 and 2.8× 104 for the p = 1 and

p = 3 doublets, respectively. Figure 3.2(c) shows that SHG is observed when pumping both

modes, and is strongest for the p = 1 mode.

To study the initial alignment between modes near λ̃c and the SHG signal, we measured

the fiber taper transmission using a visible supercontinuum source and spectrometer detec-

tion. Comparing the transmission and SHG spectra in Fig. 3.2(c) reveals that the strongest

SHG occurs when exciting a doublet mode with SHG emission at λ̃o = λo/2 that is close to

a resonance at λ̃c ∼ 772.2 nm ({m, p, q} = {56, 3, 1}, Q̃ ∼ 9600). In contrast, SHG from the

other mode in the doublet is weak, as it is off resonance from λ̃c.
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Further insight into the role played by double resonance was provided using the tuning

scheme described above. We scanned λo from blue to red across λc for a range of fixed values

of P and measured the pump transmission (Fig 3.3(a)), and the corresponding SHG (Fig.

3.3(b)) as a function of P and λo. Each point in Figs. 3.3(a) and 3.3(b) is the integrated

intensity of the narrowband signal detected by the IR and visible spectrometers at λo and λ̃o

respectively, for a given {λo, P}. The redshift of λc in the pump transmission spectrum in

Fig. 3.3(a) with increasing P results from thermo-optic effects in the microdisk. These effects

are also responsible for the asymmetric “shark fin” lineshape evident in Fig. 3.2(b) [62]. Note

that the jagged edges in Fig. 3.3(a) for high P are due to the discrete stepping of P . Figure

3.3(b) shows that SHG is most intense when exciting the shorter wavelength mode of the

doublet, consistent with the observation in Fig. 3.2(c). Additionally, SHG is maximized at

an intermediate value of P . As described below, this can be explained by the Pd dependence

of ∆̃(λo = λc) illustrated in Fig. 3.2(a).

The SHG behaviour can be investigated more quantitatively by analyzing the subset of

data in Fig. 3.3 where the pump is on-resonance (∆ = 0). In this case the SHG signal is

described by a simplified form of Eq. (3.1) [49]:

P̃ (∆ = 0) ∝ (λ̃c/2Q̃t)2

∆̃(λo, P )2 + (λ̃c/2Q̃t)2
× |K|2P 2 (3.2)

This expression is a product of two functions: the first captures the impact of the P de-

pendence of the detuning ∆̃ between the SHG signal (λ̃o = λc/2) and the nearest cavity

mode (λ̃c), and the second describes the usual P 2 dependence of SHG, and scales with the

effective nonlinear susceptibility of the microdisk modes of interest. Conveniently, ∆̃ is a

linear function of P and λo for ∆ = 0 (see Supplementary Information), allowing Eq. (3.2)

to be easily fit to experimental data.
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In Fig. 3.4 we analyze the ∆ = 0 data from Fig. 3.3 using Eq. (3.2). We only consider

the shorter λc doublet mode, and find λc(P ; ∆ = 0) from the data in Fig. 3.3(a). In Fig.

3.4(a), we plot SHG absolute efficiency vs. P for ∆ = 0. Here absolute efficiency is defined

as P̃ /P , where powers are measured in the fiber taper immediately before (P ) and after (P̃ )

the microdisk, taking into account asymmetric fiber taper insertion loss. We emphasize that

because of the P dependence of λc shown in Fig. 3.3(b), for every value of P , the selected

λo corresponding to ∆ = 0 varies. For low P < 0.18 mW, the absolute efficiency is observed

to increase approximately linearly with P , as thermo-optic effects are small compared to

the intrinsic “cold cavity” ∆̃|P=0. In this region we estimate ∆̃ to range from −34 pm to

−28 pm. As P approaches P = Pcrit = 0.35 mW, thermo-optic effects become significant,

∆̃ → 0 satisfying double resonance, and the absolute efficiency increases superlinearly with

P to a maximum value of 1.5 × 10−4 . For P > Pcrit, absolute efficiency is observed to

decrease.

The observed P dependence of P̃ (∆ = 0) is consistent with ∆̃(P ; ∆ = 0) increasing

monotonically with P from ∆̃ < 0 to ∆̃ > 0. We test this quantitatively by comparing the

predictions from Eq. (3.2) with the measured data in Fig. 3.4(a). Here the required fitting

parameters are an overall scaling factor, and the differential thermo-optic tuning coefficient η

that determines the linear dependence of ∆̃ on P for ∆ = 0. We find a best fit for η = 0.181,

which is within 3% of the theoretical value presented above. In applying this model, we

included a λo dependence in the scaling factor that follows an Airy function and accounts

for etaloning in the non-wedged neutral density filters used in this experiment, resulting in

oscillations evident in the data.

Further analysis of the SHG signal at ∆ = 0 is given in Fig. 3.4(b), which shows the SHG

signal for varying λo. Here we are plotting P̃ normalized by P 2 in order to isolate the cavity

contribution described in Eq. (3.2). The resulting fit of Eq. (3.2) to the data, shown in Fig.

3.4(b), has good agreement. For this fit, we use the value for η found above, and treat Qt as

a fitting parameter; the fit predicts Q̃t ∼ 1.0×104, in close agreement with the spectrometer
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67



measured value in Fig. 3.2(c). As in the P -dependent fit in Fig. 3.4(a), we included a λo

dependent scaling factor to account for etaloning from the neutral density filters that creates

the observed oscillations.

Finally, in Fig. 3.4(c) we analyze the SHG signal power vs. P at ∆ = 0. In this analysis,

we plot P̃ in absolute measured units, as well as scaled by the P dependent microdisk

resonance response described by the first term in Eq. (3.2) and predicted from the fit to

∆̃(P ; ∆ = 0) obtained for Fig. 3.4(a). This latter scaling isolates the term in Eq. (3.2)

that describes the microdisk nonlinear susceptibility, and is ideally proportional to |K|2P 2.

As shown in Fig. 3.4(c), when scaled in this manner, the data is well described by a P 2

dependence. This plot represents the predicted SHG signal if the enhancement provided by

the microdisk density of states is fixed to its maximum value at ∆̃ = ∆ = 0. Note that in

our experiment, this efficiency is only realized when P = Pcrit, as evident by comparing the

unscaled and predicted data in Fig. 3.4(c).

The maximum normalized outside efficiency, defined as P̃ /P 2, was found from the point

of highest efficiency in Fig. 3.4(a) to be 4.4×10−4 mW−1 for the case P = Pcrit. The weighted

least squares fit to the scaled data shown in Fig. 3.4(c) can be used as a consistency check, and

gives the predicted normalized outside efficiency if the double resonance condition ∆ = ∆̃ = 0

is satisfied over the entire range of P . We find a normalized efficiency of (3.8± 0.2)× 10−4

mW−1, in good agreement with the measured maximum normalized outside efficiency at

Pcrit in Fig. 3.4(b) where the double resonance condition is satisfied. In comparison, the

SHG signal at low P shown in the inset Fig. 3.4(b), where ∆̃ is approximately constant (i.e.

independent of P ), has a normalized outside efficiency of 1.78×10−4 mW−1. This illustrates

that the SHG normalized outside efficiency P̃ /P 2, in addition to the total efficiency P̃ /P

shown in Fig. 3.4(b), is enhanced through satisfaction of the double resonance condition at

P = Pcrit.
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In conclusion, we have demonstrated resonant second harmonic generation from 1550 nm

to 775 nm in a GaP microdisk with maximum normalized outside efficiency of 3.8 × 10−4

mW−1 for P = Pcrit = 0.35 mW, which is larger than previously reported values in similarly

sized structures used for 2000 nm to 1000 nm wavelength conversion [51]. We have shown that

this efficiency is achieved via double resonance between high-Q modes of the GaP microdisk

at both IR (Q ∼ 1.1× 105) and visible (Q̃ ∼ 1.0× 104) wavelengths. Further improvements

to the efficiency could be made by spectrally aligning higher-Q̃ modes, and optimizing fiber

taper coupling at visible wavelengths. Control of the differential tuning independent of pump

power could be realized by thermally heating using light from an additional optical mode

not involved in the nonlinear conversion process. As GaP is a piezoelectric material, it may

be possible to tune the modes through electronic means [65]. The geometry presented in

this letter can also be adapted for use in other nonlinear optics scenarios such as four wave

mixing and downconversion [66–69]. With the present system we have already observed third

harmonic generation, although efficient collection of the resultant 515 nm light via fiber taper

requires additional optimization.

We would like to thank Aaron C. Hryciw, and J.P. Hadden for their assistance with this

project. This work was supported by NRC, CFI, iCORE/AITF, NSERC, and CNPq.

3.3 Supporting Information

3.3.1 Thermal Tuning

The thermal dependance of the laser cavity detuning can be approximated by the expression

[62]:

∆(δT ) ≈ λo − λc [1 + aδT ] , (3.3)

with a = ε+ 1
n
dn
dT

. Here δT is the deviance from the equilibrium temperature, ε is the thermal

expansion coefficient, and n is the refractive index.

69



Furthermore, we can write an expression for the change in cavity temperature due to

optical absorption when the cavity is pumped at resonance and is in thermal equilibrium:

∆T = 2Q2

QκQabs

Pf
Kth

= cthPf , (3.4)

where Qabs is the quality factor associated with optical absorption in the cavity, and Kth

is the inverse of the thermal time constant of the cavity. This expression is derived by

considering the rate at which power is absorbed into the cavity when optically pumped on

resonance, and equating it to KthδT , the rate at which power is dissipated. For simplicity

we have grouped together terms into the constant cth

Making use of equations (3.4) and (3.3) we can write expressions for ∆̃ for the case when

∆ = 0:

∆̃ =


a1λo + a0

b1Pf + b0,

(3.5)

where:

a0 = −
[
1− ã

a

]
λ̃o, (3.6)

a1 = 1
2 −

ãλ̃o
aλo

, (3.7)

b0 = cth

[
aλ0

2 − ãλ̃o
]
, (3.8)

b1 = λo
2 − λ̃o. (3.9)

3.3.2 SHG in Doublets

The optical resonance used in the current experiment was a doublet mode. Such modes

occur in whispering-gallery type resonators when surface roughness causes the coupling rate

between clockwise and counter clockwise propagating mode to exceed the combined loss rate

to all other channels [12]. The transmission spectra of the doublet contains two distinct
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variable detuning (green curve). (c) Detuning dependence of second harmonic generation of
constant power (yellow curve), and for varied power (green curve).

resonances, each of which is a standing wave created from linear combinations of clockwise

and counter clockwise propagating modes. In the case of the doublet considered in the

current experiment, these standing waves are spectrally well separated, which permits the

individual excitation of each of these modes. We write the amplitude of the standing wave

at the fundamental frequency ω0, as [12]:

A = −κ/
√

2Sf
ı(∆ω)− γt/2

, (3.10)

where A is the amplitude of the standing wave mode, Sf is the amplitude of the forward

propagating mode in the fiber taper, κ is the waveguide-cavity coupling, ∆ω is the laser-

cavity detuning in terms of frequency, and γt is the energy decay rate of the cavity into all

channels. Here |A|2 is normalized to energy, and |Sf |2 is normalized to power.
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In contrast to the travelling wave fundamental modes considered elsewhere [49], a stand-

ing wave fundamental mode will excite both clockwise and counter clockwise modes at the

second harmonic frequency ω̃o = 2ωo. The coupled mode equations describing this process

may be written as:

d ãcw

dt
= (ıω̃c − γ̃t/2)ãcw + ζ̃ , (3.11)

d ãccw

dt
= (ıω̃c − γ̃t/2)ãccw + ζ̃ , (3.12)

where ζ is the second harmonic source term, γ̃t is the energy decay rate of the loaded cavity

around the cavity frequency ω̃c, and ãcw,ccw = Ãcw,ccweıωot with ωo representing the laser

frequency and Ãcw,ccw as the amplitude of the clockwise or counterclockwise propagating

modes. Note that in our experiment, the second harmonic mode was found to be a singlet

mode, so surface roughness did not appreciably couple the clockwise and counter clockwise

propagating modes at ω̃c.

The explicit form of the nonlinear source term may be written as:

ζ̃ = 2π ṽg
2πR

∣∣∣∣∣
〈
dÃcw,ccw

dθ

〉∣∣∣∣∣ (3.13)

where ṽg is the group velocity of the SH mode, and R is the radius of the disk. The first

term of this expression gives the frequency at which the SH mode circulates the disk in units

of rad/s, and the second term describes the average gain per cycle.

The nonlinear source term can be calculated from the spatial profile of the optical modes

as:

ζ̃ = A2δωFSR
4π

∫ 2π

0

[
K+e

ı(∆m+2)θ +K−e
−ı(∆m+2)θ

]
dθ (3.14)

where ζ̃ is the source term, δωFSR is the free spectral range of the microdisk at ω0, and K+,

K− are the second harmonic coefficients, and ∆m is the mismatch in the azimuthal numbers

of the microdisk at ω0 and ω̃0, defined as ∆m ≡ m̃ − 2m. The explicit form of the second
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harmonic coefficients, as derived in [49], may be written as:

K+ = − d14

2ε0ω̃0n4

∫ ∞
0

∫ h/2

−h/2
ρψ̃

(
mψ

r
+ ∂ψ

∂ρ

)2

dzdρ, (3.15)

K− = d14

2ε0ω̃0n4

∫ ∞
0

∫ h/2

−h/2
ρψ̃

(
mψ

r
− ∂ψ

∂ρ

)2

dzdρ, (3.16)

where n is the refractive index of GaP at ω0, and ψ, ψ̃ give the radial and vertical dependence

of the ẑ-component of the modes at ω0 and ω̃0. Here we have assumed the normalization

conditions
∫
|ψ|2dA = δωfsr/2π and

∫
|ψ̃|2dA = δω̃fsr/2π where the integrals are taken over

the infinite half-plane [49].

Finally we use 3.11, 3.12 to solve for the steady state amplitudes of the second harmonic

modes propagating in the clockwise and counter clockwise directions:

Ãcw = ζ̃

ı∆̃ω − γ̃t/2
, (3.17)

Ãccw = ζ̃

ı∆̃ω − γ̃t/2
, (3.18)

where ∆̃ω is the laser-cavity detuning ωo/2− ω̃c.

Making use of the amplitude normalizations, and waveguide-cavity coupling parameters,

we can relate P̃f,b, the power in the taper at λ̃o in either the forward or backward direction

and Pf , the power in the taper at λo to the amplitudes:

Pf = |Sf |2, (3.19)

P̃f,b = |S̃f,b|2 = |κ̃|
2|Ãf,b|2

2 (3.20)

Combining equations (3.10), (3.14), (3.17), (3.19), (3.20) and writing the decay rates in

terms of their respective quality factors we arrive at a final expression in terms of P̃f,b and

Pf :

P̃f,b = |K|2 λ̃c/2Q̃κ

∆̃2 + (λ̃c/2Q̃t)2

[
1
2

λc/2Qκ

∆2 + (λc/2Qt)2

]2

P 2
f . (3.21)
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with:

|K|2 = λc
2πcδλ

2
FSR

[
K+e

ıπ(∆m+2)sinc[π(∆m+ 2)] +K−e
ıπ(∆m−2)sinc[π(∆m− 2)]

]2
. (3.22)

In order to better visualize the physics behind the data analysis of the main text, we have

plotted Eq. (3.21) in Fig. 3.5 for the case ∆ = 0. In this instance, the expression for P̃f is

separable into a function of Pf and a function of ∆̃. We display this on Fig. 3.5 along with

three curves representing various paths in Pf−∆̃ space which an experiment might take. The

magenta curve represents the case of fixed detuning ∆̃ = 0, which demonstrates the typical

quadratic dependence on Pf expected from a second harmonic experiment. The yellow curve

is the case of fixed power, with a variable detuning, which displays the Lorentzian line shape

contributed by the cavity resonance lineshape. Lastly, the green curve represents the case

where both detuning and pump power are varied.
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Chapter 4

Optomechanics

4.1 Canonical Optomechanical System

In this chapter we introduce optomechanics, which is a topic at the centre of the bulk of

this thesis. Optomechanics is a field of study which investigates the interaction of optical

and mechanical degrees of freedom [70]. It is a relatively young and growing field of re-

search, with far ranging applications. Among these applications are practical sensors, such

as magnetometers [71], accelerometers and torque sensors [72, 73] and even the Laser Inter-

ferometer Gravitational-Wave Observatory (LIGO) [74,75]. Beyond sensing, optomechanics

also permits the study of fundamental physics, such as ground state cooling of a mechan-

ical resonator [76, 77], storage of classical and quantum signals [78–81], squeezing [82, 83],

quantum correlations [84], and entanglement of mechanical oscillators [85].

4.1.1 Equations of Motion

One can model the canonical optomechanical system as a cavity constructed from two op-

posing mirrors. One of these mirrors is partially reflective and fixed in space, and the other

attached to the end of spring, as shown on Fig. 4.1. Photons enter through the partially

reflective mirror and reflect back and forth repeatedly prior to exiting the cavity. Every time
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a photon is incident on the far cavity mirror, it will impart a momentum ∆p = 2p = 2h/λ,

where p is the momentum of a single photon, and λ is the wavelength. This interaction,

known as the radiation pressure force, will cause the mirror to recoil and the spring to com-

press. The motion of the mirror will in turn influence the photons in the cavity through the

Doppler shift. If the mirror is moving away from an incident photon, then the reflected pho-

ton will be red shifted. Conversely, if the mirror is moving towards an incident photon, it will

be blue shifted. Furthermore, the motion of the mirror will cause the resonance frequency of

the optical cavity to shift. If the cavity is elongated, the cavity frequency decreases, whereas

is the cavity is shortened, the cavity frequency will increase.

α x

Figure 4.1: Cartoon of the canonical optomechanical

system. Here α is the amplitude of the optical mode,

and x is the position of the spring affixed to the mirror.

Now that we have a qualitative

understanding of how the canoni-

cal optomechanical system should

act, let us try and model this sys-

tem quantitatively. To simplify the

problem, we will focus on a sin-

gle mode of the optical cavity and

a single mode of the mechanics.

From our work in Section 1.3.2 we

know that optical and mechanical

modes may be described as har-

monic oscillators, so here we define

the creation and annihilation oper-

ators for the optical mode and mechanical mode as α̂†, α̂ and b̂†, b̂ respectively. In this

way we can write the operator for the mechanical displacement as x̂ = x0
(
b̂+ b̂†

)
, where

x0 =
√

~
2mωm

is the zero point fluctuations, m is the effective mass of the mechanical oscil-

lator, and ωm is the frequency of the mechanical mode. From Section 1.3.3, we know that

one can model the interaction of a mode with the environment through use of input-output
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equations [19,20]. We will assume that the optical mode has losses associated with external

coupling to an input-output port (the partially reflective mirror), as well as intrinsic losses,

such as scattering out of the mode, radiative losses, and material absorption. The mechani-

cal mode is assumed to only possess intrinsic losses, but it is no major obstacle to generalize

this to include other loss terms. With these assumptions, and using Eq. 1.94 we arrive at,

˙̂α = − i
~
[
α̂, Ĥ

]
− κ

2 α̂ +√κexâin +√κif̂in, (4.1)

˙̂
b = − i

~
[
b̂, Ĥ

]
− γ

2 b̂+√γb̂in, (4.2)

where κex, κi, κ = κi + κex are the external, intrinsic, and total energy decay rates, and γ is

the total mechanical decay rate. In the above âin, f̂in and b̂in are inputs from the external

optical coupling, internal optical coupling, and mechanical coupling. The Hamiltonian, which

governs the dynamics of the optical and mechanical mode is denoted by Ĥ.

To simplify matters, suppose for the moment that there is no interaction between the

optical and mechanical modes. In this case the Hamiltonian is the sum of two independent

harmonic oscillators representing the optical mode and the mechanical mode respectively,

Ĥ = ~ωoα̂
†α̂ + ~ωmb̂

†b̂, (4.3)

where ωo is the frequency of the optical mode, and ωm is the frequency of the mechanical

mode 1. At this point we can include optomechanical coupling based on the discussion above

by expanding the cavity frequency in a Taylor series [86],

ωo(x) = ωo(x)|x=0 + x
∂ωo(x)
∂x

|x=0 + ... (4.4)

1We have excluded terms ~ωo/2 and ~ωm/2 as they will not contribute to the effects we consider here.
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This expression is typically abbreviated by defining G = −∂ωo(∂x)
x

[70]. The optomechanical

coupling rate is generally stronger for systems with smaller dimensions. This can be inferred

by considering a simple Fabry-Perot cavity of length L. Such a cavity will contain several

different modes, with resonant frequencies of the form ωo = πmc
L

where m is an integer, and

c is the speed of light. Allowing the cavity length to change as a function of x, we find for

small displacements ωo(x) = πmc
L+x ≈ ωo(0) − xωo(0)

L
. This implies G = ωo/L, indicating that

the optomechanical coupling will be stronger for devices with smaller dimensions.

Inserting Eq. 4.4 into Eq. 4.3 we find,

Ĥ = ~(ωo −Gx̂)α̂†α̂ + ~ωmb̂
†b̂ (4.5)

= ~ωoα̂
†α̂ + ~ωmb̂

†b̂−Gx0
(
b̂+ b̂†

)
α̂†α̂

= ~ωoα̂
†α̂ + ~ωmb̂

†b̂− g0
(
b̂+ b̂†

)
α̂†α̂,

where we have defined the single phonon optomechanical coupling rate, g0 = x0G, for con-

venience.

We are now in a position to derive equations of motion. Placing Eq. 4.5 into Eqs. 4.1-4.2,

we find,

˙̂α = −
(
iωo + κ

2

)
α̂ + ig0α̂

(
b̂+ b̂†

)
+√κexâin +√κif̂in, (4.6)

˙̂
b = −

(
iωm + γ

2

)
b̂+ ig0α̂

†α̂ +√γb̂in. (4.7)

Examination of the above expressions reveals that the frequency of the optical mode shifts

proportional to the mechanical displacement, x, and the mechanical mode contains a term

α̂†α̂, implying that the mechanical degree of freedom will undergo displacement proportional

to the number of photons in the cavity. Note that these couplings are nonlinear, as they

contain products of two operators. Note that we could have equivalently defined equations

of motion in terms of ˙̂α and ˙̂x [70].
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Unfortunately, the single photon coupling rates are much smaller than the decay rate

of the optical cavity in nearly all physically realizable systems. This would seem to imply

that small inputs to the system, such as single photons, cannot have any appreciable effect.

By this token optomechanical systems would not appear to be very useful for quantum

applications! Fortunately we can make use of the weak nonlinearity of the optomechanical

interaction to construct a linear system with massively enhanced coupling rates. All the

optomechanical experiments detailed in this thesis will make use of this linearized system.
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Figure 4.2: (a) Electric field squared for two electromagnetic waves oscillating at slightly
different frequencies. Here we take |Ec| � |Ep| (b) Temporal interference pattern formed by
the interference of Ec and Ep. (c) Slowly varying envelope formed by the interference of Ec
and Ep.

Suppose we drive the system with a strong, monochromatic laser drive with amplitude

α at frequency ωc. We can gain an understanding of our system by investigating how this

strong control interferes with a weak, monochromatic probe laser with amplitude a and

frequency ωp. In a classical setting, the electric fields of these two beams would have a

time dependence of the form Ec(t) = Ec cos(ωct + φc) and Ep(t) = Ep cos(ωpt). If we ignore

interference effects, the energy in the electric field of the control will be proportional to

|Ec|2 = |Ec|2(1 − cos(2ωct + 2φc)/2, and the energy in the electric field of the probe will be

proportional to |Ep|2 = |Ep|2(1− cos(2ωpt)/2, as plotted in Fig. 4.2(a). In this case, when we
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average over the fast oscillations, the energy of each laser is constant, and creates a constant

radiation pressure force in the cavity. Furthermore, because the probe amplitude is very

small, the radiation pressure force generated by this beam will be negligibly small.

This situation changes if we permit the control and probe laser to interfere, and we

accrue an additional term |Ep||Ec| (cos((ωc − ωp)t+ φc) + cos((ωc + ωp)t+ φc)), as shown in

Fig. 4.2(b). In this case, the radiation pressure force has a term which is linearly proportional

to the amplitude of the probe. Because this is multiplied by the amplitude of the control

laser, the strength of this interaction can be greatly enhanced. This interaction term contains

a quickly oscillating part, which will average to a constant at optical frequencies, and a

slowly oscillating part which cannot be averaged to a constant. This slow term, plotted in

Fig. 4.2(c), will oscillate at a frequency determined by the difference between the control and

probe. Interestingly, by adjusting the frequency of the control laser, this frequency may be

adjusted, or even change sign. This allows one to tune the beats so that they may be near

the frequency of the mechanical oscillator. In a similar fashion, the phase of these oscillations

can be seen to change depending on the phase of the control, φc. As we shall see, this will

allow us to ‘customize’ the interactions between optics and mechanics in our system, and is

the essential feature of linearized optomechanics.

Now that we have a qualitative sense of how a control laser affects an optomechanical

system, we are ready to construct a quantitative model. Revisiting Fig. 4.2(c) for a moment,

we notice the oscillations present in the plot may become negative, as we have isolated for

fluctuations in the field about a steady-state value. Interestingly, this also implies that the

AC part of the radiation pressure force for may be negative. These are clearly sinusoidal,

and may be represented by a harmonic oscillator. Because this harmonic oscillator couples

more strongly to the mechanics than the probe, and because it can be made to have similar

frequency to the mechanics, this is the term which is important for optomechanical inter-

actions. We isolate for the fluctuations by subtracting the mean amplitude from α̂(t), and
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moving into a frame rotating with the control laser using the definitions,

â(t) =
(
α̂(t)− α

)
eiωct, (4.8)

α = 〈α̂(t)〉, (4.9)

where â(t) is the operator for the cavity fluctuations, and α is the amplitude of the control

laser. Notice that because we are in the rotating frame â(t) does not represent the probe

laser, but rather the slowly varying fluctuation amplitude. We will also apply the same

recipe to the optical inputs with the substitutions,

âin(t) =
(
α̂in(t)− αin

)
eiωct, (4.10)

αin = 〈α̂in(t)〉. (4.11)

Note that these substitutions explicitly preserve the canonical commutation relations for

the cavity operators because
[
α̂in(t), α̂†in(t)

]
=
[
â(t), â†(t)

]
= 1, and for the input operators

because
[
α̂(t), α̂†(t)

]
=
[
â(t), â†(t)

]
= 1.

Placing these assumptions into Eqs. 4.6-4.7, and dropping the explicit dependence on

time in our notation for the operators, we find,

˙̂a =
(
i∆− κ

2

)
(α + â) + ig0(α + â)

(
b̂+ b̂†

)
+√κex(αin + âin) +√κ0f̂in, (4.12)

˙̂
b = −

(
iωm + γ

2

)
b̂+ ig0

(
|α|2 + α∗â+ αâ† + â†â

)
+√γb̂in, (4.13)

where ∆ = ωc − ωo is the control-cavity detuning. For weak coupling, g < κ/2, we can

assume that the control is undepleted by optomechanical interactions, and solve for the case

g0 → 0. This gives the solution,

α =
√
κexαin

−i∆ + κ/2 . (4.14)
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The solution for the control can then be inserted back into Eqs. 4.12-4.13. We use the

fact that |α| � 〈â〉 to neglect the coupling term igoâ
(
b̂+ b̂†

)
in Eq. 4.12, and make a similar

assumption in Eq. 4.13 to neglect the weak term igoâ
†â. Lastly, we eliminate igo|α|2 by

redefining the zero-point of our mechanics. Under these assumptions, we can now write the

linearized equations of motion for a canonical cavity optomechanical system,

˙̂a =
(
i∆− κ

2

)
â+ i

(
g∗b̂+ gb̂†

)
+√κexâin +√κ0f̂in,

˙̂
b = −

(
iωm + γ

2

)
b̂+ iα

(
g∗â+ gâ†

)
+√γb̂in,

(4.15)

(4.16)

where we have introduced the enhanced optomechanical coupling rate g = g0α.

The linearized equations can be used to derive a number of physical effects. To prepare

for this, we take the Fourier transform of Eqs. 4.15-4.16 to find the equations of motion in

frequency space,

â(ω) =
ig
(
b̂(ω) + b̂†(ω)

)
+√κexâin(ω) +√κ0f̂in(ω)

−i(∆ + ω) + κ
2

, (4.17)

b̂(ω) =
ig
(
â(ω) + â†(ω)

)
+√γb̂in(ω)

−i(−ωm + ω) + γ
2

. (4.18)

It can be clearly seen from these two expressions that the optics and mechanics are linearly

coupled, but at the moment the consequences of this coupling are probably not apparent.

Depending on the sort of physical effects we are interested in, we may wish to solve for the

optics or for the mechanics. In the next two sections we shall do each in turn, and see what

emerges. Note that in what follows we will not explicitly write out the frequency dependence

of various operators in order to keep the notation uncluttered.

82



4.1.2 Mechanical Effects: Spring Effect and Damping

First, we solve for the mechanics by substituting Eq. 4.15 into Eq. 4.16,

(
i (ωm − ω) + γ

2

)
b̂ =− |g|

2(b̂+ b̂†)− ig√κexâin − ig
√
κ0f̂in

−i(∆ + ω) + κ
2

+ |g|
2(b̂+ b̂†)− ig√κexâ

†
in − g

√
κ0f̂

†
in

i(∆− ω) + κ
2

+√γb̂in. (4.19)

Note that in the above we have been careful to apply the correct sign to all terms involving

a factor of “iω”, keeping in mind that they were generated by Fourier transforming a time

derivative. Under the rotating wave approximation, we can discard all b̂† terms, as they will

oscillate at 2ωm in a frame rotating with b̂. Next, we assume weak coupling (g < κ/2), and

that γ � κ. This assures us that the mechanical system only samples a very small section

of the optical response, centred about the mechanical frequency. In this case we can take

ω → ωm in the terms on the right hand side of Eq. 4.19 2.

After applying the above assumptions, we inverse Fourier transform to recover the equa-

tion of motion for the mechanics in the time domain,

˙̂
b =−

(
iωm −

γ

2

)
b̂+√γb̂in −

i(∆ + ωm) + κ/2
(∆ + ωm)2 + κ2/4

(
|g|2b̂− ig

√
κexâin − ig

√
κ0f̂in

)
− i(∆− ωm)− κ/2

(∆− ωm)2 + κ2/4
(
|g|2b̂− ig

√
κexâ

†
in − ig

√
κ0f̂

†
in

)
. (4.20)

In this expression, we see that in addition to the usual terms for a damped harmonic oscillator

in the first line, there are also complex terms proportional to b̂ and the optical inputs. The

self terms, proportional to b̂, are of particular interest. The real parts of the self terms will

either work with or against the motion of the mechanics contingent on if they are in-phase or

out of phase with the oscillation of b̂. This will contribute to damping or anti-damping. On

the other hand, purely imaginary terms that are ±π/2 out of phase with the mechanics, will

contribute to positive or negative frequency shifts. The terms associated with the optical
2As an alternative, we could assume that âin is strictly monochomatic.

83



inputs can act as a noisy drive to the mechanics, particularly at microwave frequencies where

the thermal occupation of the mechanics can be large. At optical frequencies however, these

inputs can be taken to be vacuum. Even so, as we will see in some of the following sections,

they can cause additional noise in the mechanics. For large classical signals however, these

will not be significant.

Grouping real and imaginary terms together, and taking the expectation value of the

operators b = 〈b̂〉, bin = 〈b̂in〉, we find equations describing the optomechanical spring effect

(δωm) and optomechanical damping (γopt) [87],

ḃ =−
(
iωm + iδωm + γ

2 + γopt

2

)
b+√γbin,

δωm =|g|2
(

∆ + ωm

(∆ + ωm)2 + κ2/4 + ∆− ωm

(∆− ωm)2 + κ2/4

)
,

γopt =|g|2
(

κ/2
(∆ + ωm)2 + κ2/4 −

κ/2
(∆− ωm)2 + κ2/4

)
.

(4.21)

(4.22)

(4.23)
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Figure 4.3: Optomechanical damping (a) and spring effect (b) as a function of laser detuning,

for the case of a sideband unresolved system. Here we have set κ/ωm = 10 . Optomechanical

damping (c) and spring effect (d) as a function of laser detuning, for the case of a sideband

resolved system. Here we have chosen ωm/κ = 10.

Both the optical spring effect and damping are plotted on Fig. 4.3, for cases when the

system is sideband unresolved (ωm < κ/2), and sideband resolved (ωm > κ/2). Interestingly

we see that the behaviour in each of these two operating regimes is quite different. In

the case of sideband unresolved systems, the point of maximum damping and antidamping

occur at ∆ = −κ/2 and ∆ = κ/2, respectively, and essentially follows the derivative of the

cavity lineshape with respect to detuning. In contrast to this, for sideband resolved systems

maximum damping and antidamping occur at ∆ = −ωm and ∆ = ωm. In this case the two

terms in the brackets of Eq. 4.23 have almost no overlap as a function of ∆.
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Figure 4.4: Toy model of optomechanical cooling in the sideband unresolved regime. (a)

Snapshots of the cavity-control laser detuning and the mechanical displacement. (b) Change

in the photon number in the cavity from equilibrium, corresponding to the snapshots in

(a). This is plotted for three different degrees of sideband resolvedness. (c) Mechanical

displacement, corresponding to the snapshots in (a). (d) Work done on the system, which

becomes negative after one cycle, indicating cooling. This is plotted for three different

degrees of sideband resolvedness.

The fact that the optimal detuning for optomechanical damping is contingent upon the

detuning of the control laser hints that there are different mechanisms underlying each pro-

cess. In the case of unresolved systems, the cooling mechanism may be understood by the

toy model on Fig. 4.4. Here the cooling process is understood as a feedback mechanism in

the time domain, which may be broken up into four steps. Displacement of the mechanical
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oscillator will induce a change in the cavity frequency, which causes a change in the number

of photons in the cavity, and consequently the backaction force. Crucially, this change does

noise happen instantaneously, but has a phase lag associated with it which is set by the

detuning and the cavity linewidth. At the end of one mechanical oscillation the total work

done by the radiation pressure force on the mechanics is negative, indicating cooling of the

mechanical mode.

ωA
m
pl
itu

de

ωm-ωm 0

A
m
pl
itu

de

ωm-ωm 0
ω

φ(t)

φ(t)

BS

Figure 4.5: Toy model of optomechanical cooling in a scattering picture. In the upper panels,

a simple optomechanical system is shown. The upper-left panel shows a control laser and

two sidebands generated by mechanical modulation as illustrated in the upper-middle panel.

Altogether this system acts like a phase modulator, as illustrated on the upper-right panel.

The lower panels illustrate a similar system, but with the inclusion of an optical cavity. This

leads to an asymmetry in the scattering of the control laser, an ultimately optomechanical

cooling of the mechanical mode.

Eventually, as the system becomes more sideband resolved the population in the cavity

will not be able to keep up with mechanical oscillations. In this case, the picture shown

on Fig. 4.5 is more appropriate. Initially we consider a simple system consisting of a single

mirror affixed to a spring. As this spring oscillates at ωm, it will phase modulate the reflected

beam. In the frequency domain, the phase modulation will generate two sidebands at ±ωm

in a frame rotating with the laser. These are called the Stokes and anti-Stokes scattering
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terms. If a second mirror is added to this system, we recover the dynamics of a cavity

optomechanical system. Depending on the location of the cavity, either the Stokes or the

anti-Stokes terms will be enhanced. This induces a picture quite similar to that shown on

Fig. 4.2, where a time-modulated backaction force will be created which either opposes, or

supports the motion of the mechanical element. One can also arrive to the same conclusion

through energy conservation arguments. If photons are primarily scattered to a higher

frequency, then they will necessarily carry away energy from the mechanics as the exit the

cavity. Conversely if they are primarily scatted to a lower frequency, then they will donate

energy to the mechanics.

4.1.3 Optical Effects: OMIT and OMIA

Having described the effect of the optics on the mechanics, we are now ready to calculate in

the effect of mechanics on the optics. This time, we substitute Eq. 4.16 into Eq. 4.15 to find,

(
−i(∆ + ω) + κ

2

)
â =−

|g|2
(
â+ â† − ig√γb̂in

)
i(ωm − ω) + γ

2
+
|g|2

(
â+ â† − ig√γb̂†in

)
−i(ωm + ω) + γ

2

+√κexâin +√κ0f̂in. (4.24)

Echoing our strategy in the previous section we will discard â† terms under the rotating wave

approximation. This allows us to isolate a rather complicated expression for the optics,

â =
(
−i(∆ + ω) + κ

2 + |g|2

i(ωm − ω) + γ
2
− |g|2

−i(ωm + ω) + γ
2

)−1

×

√κexâin +√κ0f̂in +
ig
√
γb̂in

i(ωm − ω) + γ
2
−

ig
√
γb̂†in

−i(ωm + ω) + γ
2

 . (4.25)
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This expression in undeniably unwieldy, but contains a number of interesting and important

physical effects. To help understand this expression, we will examine it in parts. After

building an intuition, we will be in a better position to understand the entire expression. As

a sanity check, notice that if we set g → 0, we recover the expression for the bare optical

cavity.

OMIT

Optomechanically induced transparency (OMIT) [88–90], is a phenomena where a trans-

parency window is opened in an optical cavity through optomechanical means. A well cou-

pled cavity will not permit the transmission of light when driven on resonance, but rather

reflect the incident light. Therefore, if a window is opened at the cavity resonance, the cavity

may be considered to be “transparent” in this region. This transparency is achieved through

the application of a strong control laser red detuned from the cavity by the mechanical fre-

quency (∆ = −ωm). OMIT is important, as it demonstrates that the interaction between

optics and mechanics is coherent.

Starting with Eq. 4.25, we insert this detuning. Assuming the system is sideband resolved

(ωm > κ), we can neglect the |g|2/(−i(ωm +ω)+γ/2) term. For the sake of simplicity, we will

work with classical amplitudes, and also neglect the thermal occupation of the mechanics

by setting the mechanical input terms to zero. With all of these assumptions in place, we

uncover the expression,

a =
√
κexain

i(ωm − ω) + κ
2 + |g|2

i(ωm−ω)+ γ
2

. (4.26)
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Figure 4.6: (a) Reflection amplitude for OMIT with ω/κ = 2 and C = 10. (b) Transmission

amplitude for the same parameters as (a).

The degree of transparency is parametrized by the ratio of optomechanical scattering

over the mechanical damping rate, known as the cooperativity C = 4|g|2
κγ

, and is plotted in

Fig. 4.6. In practice, one measures OMIT by measuring the transmission or reflection of a

probe laser as it is scanned across the optical cavity.

OMIA

One can attain the opposite effect, known as optomechanically induced absorption (OMIA)

and optomechanically induced amplification by instead using a blue-detuned control laser

∆ = ωm [89, 90]. In this case we can neglect the |g|2/(i(ωm − ω) + γ/2) term in Eq. 4.25, to

find,

a =
√
κexain

−i(ωm + ω) + κ
2 −

|g|2
−i(ωm+ω)+ γ

2

. (4.27)
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Figure 4.7: (a) Reflection amplitude for OMIA with ω/κ = 2 and C = 10. Note that

the reflection coefficient is greater than unity, indicating an optical gain. (b) Transmission

amplitude for the same parameters as (a).

The response in this situation is plotted on Fig. 4.6 for the case of amplification. Note

that in the case of amplification C > 1, both the transmission and reflection will be positive

spikes at ω = ωm. However in the absorption regime, C < 1, the transmission will have a

dip at ω = 0. Note that is is possible to have a transmission or reflection exceeding unity,

indicating an optical gain, where energy is extracted from the control laser.

Mechanical Transduction

Perhaps the most obvious, practical, and useful application of cavity optomechanics is the

fact that it can act as a very sensitive tool to measure mechanical displacement. Motion

of the mechanics will induce a change in the properties of the outgoing cavity light, which

can then be measured by an external source. This is particularly useful because mechanical

systems can be very easily engineered to couple to other degrees of freedom. For example

mechanical motion can drive a capacitor in an electric circuit, or if magnetic material is

deposited on the mechanical element, it can act as a magnetometer. Mechanical motion can

even be used to couple several different optomechanical systems together.

To describe the cavity field, we once again use Eq. 4.25. This time we will initially look

only at cases where the mechanics is not strongly affected by the optics. To do this we

note that the optical spring and damping terms were O(g2), whereas transduction of the
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mechanics to the optics is only O(g). This gives us the solution,

â = 1
−i(∆ + ω) + κ

2

 ig
√
γb̂in

i(ωm − ω) + γ
2
−

ig
√
γb̂†in

−i(ωm + ω) + γ
2

 ,
= ig

−i(∆ + ω) + κ
2

(
b̂+ b̂†

)
,

= ig

−i(∆ + ω) + κ
2

(
x̂

x0

)
. (4.28)

From the last line of the equation, we can see that the output is related to the operator for

the mechanical displacement. From the first term, however, we can see that terms associated

with b̂ or b̂† are preferentially selected depending on the detuning between the control laser

and the cavity. We will explore more about this topic in Section 4.2.2, where is is discussed

in the context of how one actually goes about measuring the output of the mechanical cavity.

Noise Squashing, and Limitations on Measurement

Now that we have a sense of what sort of optical output we expect for O(g) interactions,

where the mechanics is not strongly perturbed by the optics, we are ready to include O(g2)

terms. Once again we will initially neglect probe terms, finding,

â =
(
−i(∆ + ω) + κ

2 + |g|2

i(ωm − ω) + γ
2
− |g|2

−i(ωm + ω) + γ
2

)−1

×

 â+ ig
√
γb̂in

i(ωm − ω) + γ
2
−

â† + ig
√
γb̂†in

−i(ωm + ω) + γ
2

 , (4.29)

≈ 1
−i(∆ + ω) + κ

2

 ig
√
γb̂in

i(ωm + δωm − ω) + γ+γopt
2
−

ig
√
γb̂†in

−i(ωm + δωm + ω) + γ+γopt
2

 .
In the first line, we have what looks like an equation for the unperturbed mechanics, filtered

by either an OMIT line shape for the case ∆ = −ωm or an OMIA line shape for the case

∆ = ωm. However, by solving for the mechanics more directly one can see that in fact the

mechanics itself is actually being damped or anti-damped at these detunings.
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Figure 4.8: (a) Broadband reflection measurement for OMIT with a noisy probe input.

(b) Zoom-in of the transparency window for various powers of the broadband probe laser.

Broadband reflection measurement for OMIT with a noisy probe input. (b) Zoom-in of

the transparency window for various powers of the broadband probe laser. For low probe

powers, incoherent scattering from the control laser dominates the signal, resulting narrow

peak. For higher probe powers coherent scattering processes will dominate, resulting in the

usual OMIT dip.

A natural question to ask at this point is what happens when we retain all of the terms

in Eq. 4.25. In this case we see that the optical output will be a combination of and OMIT or

OMIA process, along with a transduction term which will leave a signature of the perturbed

mechanics on the optics. One can directly measure this by injecting a broadband probe signal

into an optical cavity with control laser strong enough that O(g2) terms are relevant. Data

acquired with detuning ∆ = −ωm is shown on Fig. 4.8. In Fig. 4.8(a), we show a broadband

probe reflection signal, where the broad peak is the cavity reflection, and the dip at 2.136

GHz is the OMIT transparency window. In Fig. 4.8(b) we explore in competition between
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the mechanical signal, and the OMIT signal by increasing probe power. From this we can

see that at low probe powers one attains something similar to the damped mechanical signal,

whereas for high probe powers we have OMIT.

While this competition might seem unimportant, it becomes an issue if the control laser

used in the experiment has significant phase noise. In this case, we also have probe photons.

This can lead to a skew in the Stokes and anti-Stokes scattering as measured by the optical

output. This effect is known as noise squashing, and is a significant issue in thermometry

experiments [91, 92]. Note that even with a perfect laser, there will always be fluctuations

present due to the vacuum input.

4.2 Spectrums and Retrospection

In the previous two sections we were able to make significant progress by making assumptions

about how optomechanical coupling would perturb the equations of motion for the optics and

the mechanics. This eventually enabled us to derive Eqs. 4.15-4.16, from which we were able

to predict a number of useful effects that one can achieve with the canonical optomechanical

system. However, as was evident by the end of this section, taking the obvious approach

resulted in expressions which we sometimes very unwieldy. In this section we will address

these shortcomings by approaching the problem from a different perspective. We will use

the intuition we built in our previous approach to help us approach certain problems in a

more direct manner.

4.2.1 The Interaction Hamiltonian

Starting with the Hamiltonian given in Eq. 4.3, we would like to include additional terms

which directly give us the linearized equations of motion, Eqs. 4.15-4.16. This is achieved by

the expansion given in Eq. 4.4, and the subsequent linearization of the equations through the

substitutions α̂→ α+â and α̂in → αin+âin [70]. Note this can be seen as a transformation by
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the unitary displacement operator D̂(α) = e(αα̂−α∗α̂†). We also move into a frame rotating

with the control laser using the unitary Ûα̂ = eiωcα̂†α̂t, and the usual interaction picture

transformation of the Hamiltonian Ĥnew = Û
(
Ĥold − i~ ∂

∂t

)
Û †. These transformations serve

the same purpose as before, allowing us to clearly isolate for the fluctuation terms in the

cavity.

In the interest of cleaning up notation, we reorganize the total Hamiltonian as the sum

of a steady state and an interaction Hamiltonian Ĥ = Ĥ0 + Ĥint, where,

Ĥ0 = −~∆â†â+ ωmb̂
†b̂,

Ĥint = −~g
(
â+ â†

) (
b̂+ b̂†

)
.

(4.30)

(4.31)

The linearized optomechanical Hamiltonian given in Eq. 4.31 may be used directly to to

derive all of the expressions found in the previous sections. However, for sideband resolved

systems (ωm > κ), additional assumptions are often made at this point to build intuition.

For this, we move into an interaction picture using Û = eiĤ0t/~ = e−i(∆â
†â−ωmb̂†b̂)t. The

interaction Hamiltonian now reads,

Ĥint = −g
(
âei∆t + â†e−i∆t

) (
b̂e−iωmt + b̂†eiωmt

)
. (4.32)

This expression will be simplified for red detunings (∆ ≈ −ωm), where we will have two

slowly rotating terms which contribute and two which can be set to zero under the rotating

wave approximation. Moving out of the interaction picture, we are left with a beamsplitter-

type Hamiltonian,

Ĥred
int = −~g

(
âb̂† + â†b̂

)
. (4.33)

This indicates that for a red-detuned control laser, we may exchange photons and phonons

through an optomechanical interaction. It is important to recall there that â represents

optical fluctuations. So when we say that a photon is ‘annihilated’ we mean that it has
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been frequency down-shifted into the control laser, and when we say a photon has been

‘created’, we mean that a photon from the control laser has been up-shifted into the cavity.

This Hamiltonian is indispensable whenever we wish to coherently exchange energy, for such

applications as memories, wavelength conversion [78–80, 93, 94], OMIT [88–90], and ground

state cooling of the mechanical mode [76,77].

The interaction will take on a different flavour for blue detunings (∆ ≈ ωm). In this case

the surviving terms will form a two mode squeezing Hamiltonian,

Ĥblue
int = −~g

(
âb̂+ â†b̂†

)
. (4.34)

This Hamiltonian will either create or annihilate photons and phonons together, which gen-

erates correlation between the optics and the mechanics. This Hamiltonian is useful for

such applications such as squeezing [82, 83], entanglement [85, 95], heralded single phonon

generation [96], and amplification [94,97].

4.2.2 Measuring Mechanical Motion, and the Standard Quantum

Limit

In this section we will take a step aside, and review our previous results from a slightly

different perspective. While all of these results can be derived by continuation of our pre-

vious arguments, they will have a particularly nice interpretation in terms of the spectrums

introduced here.

Our ultimate goal in this section is to explain how one would go about measuring the

motion of a mechanical oscillator in the most sensitive way possible, and to discover what

the ultimate limits of such a measurement would be. The basic idea is that fluctuation of

the position of the mechanical oscillator will modulate the frequency of the optical cavity,

which induces phase shifts in the light output from the cavity. These phase fluctuations

can be converted into amplitude fluctuations through interference with a local oscillator in
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a homodyne measurement. These oscillations are then measured on a photodetector, whose

electrical output signal is sent to an RSA (real time spectrum analyzer). The RSA is set

to measure a quantity called the power spectral density, which gives a signal containing

information about the mechanical oscillator.

Classical Noise (and Sensing)

In order to understand this measurement, it helps to quickly review the operation of spec-

trum analyzers. For concreteness, suppose that the RSA measures a time varying voltage

signal v(t) for some length of time, T . We would like to define a corresponding operator in

frequency space for this time interval, but must take into account that the finite duration

of the measurement limits the range of frequencies that we can measure. Accordingly, we

window the Fourier transform v(ω) = 1√
T

∫ T
0 eiωtv(t)dt. This allows us to define the spec-

tral density as S(ω) = limT→∞〈|v(ω)|2〉, where we have averaged over several independent

acquisition events. Note that our spectral density needs to be divided by the impedance of

the RSA, (nominally 50 Ω for most high speed electronics) in order to represent power per

unit frequency. In literature [98] this factor is not normally included in order to keep the

notation clean, so we will also neglect it here.

Another, seemingly unrelated way to characterize our signal is the correlation function

Gvv(t, t′) = 〈v(t)v(t′)〉. For a stationary process, we can write this with the shorthand

notation Gvv(t) = 〈v(t)v(0)〉. Suprisingly, it can be shown that is related to the spectral

density by the Wiener-Khinchin theorem (see Appendix C.2.1),

Svv(ω) = 1√
2π

∫ ∞
−∞

eiωtGvv(t)dt, (4.35)

Gvv(t) = 1√
2π

∫ ∞
−∞

e−iωtSvv(ω)dt. (4.36)
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Interestingly, this indicates that the spectral density not only gives us a measure of the

average power at a given frequency, but also gives an indication of correlations present in the

noise. This is an invaluable tool for making sense of noisy signals. If the correlation time of

signal is short, the spectral density will be very broad; and if the correlations are long, then

the spectral density will be quite localized.

Now that we have an idea of how the RSA acquires a signal, let us try and relate this

signal to the mechanical motion in the simplest possible case. The voltage we measure on the

photodetector will be linearly proportional to the mechanical motion and the power of the

control laser. We denote the constant of proportionality as the transduction coefficient K. In

addition to this there will be other random sources of noise such as the detector electronics,

which we denote as vtech for “technical noise”. Altogether this gives us the simple relation:

v(t) = K|α|2x(t) + vtech(t). Using the Wiener-Khinchin theorem in Eq. 4.35 to relate this to

correlations, we find,

Svv(ω) =
∫ ∞
−∞

eiωt〈v(t)v(0)〉dω

=
∫ ∞
−∞

eiωt〈
(
K|α|2x(t) + η(t)

) (
K|α|2x(0) + η(0)

)
〉dω,

≈ K2 |α|4 Sxx(ω) + Stech
vv (ω). (4.37)

In the last line we have made the key assumption that the signal from the mechanics and

the technical noise are uncorrelated, such that the cross correlation terms will average out

for sufficiently long acquisition time. The signal we see on the RSA then has two distinct

contributions, one from the mechanics, and one from the technical noise. If the technical

noise has a very small correlation time, then it will form a very wide floor in frequency space.

This allows us to subtract away the noise floor, and isolate the signal from the mechanics.
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Suppose that we integrate the area under of the curve of the mechanical signal. This

gives,

∫ ∞
−∞

Svv(ω)dω = K2 |α|4
∫ ∞
−∞

Sxx(ω)dω,

= K2 |α|4
∫ ∞
−∞

∫ ∞
−∞

eiωt〈x(t)x(0)〉dtdω,

= K2 |α|4
∫ ∞
−∞

(∫ ∞
−∞

eiωt
)
dω〈x(t)x(0)〉dt,

= K2 |α|4
∫ ∞
−∞

δ(t)〈x(t)x(0)〉dt,

= K2 |α|4

2π 〈x2〉, (4.38)

where we have once again made use of the Wiener-Khinchin theorem. This gives the intrigu-

ing result that the area under the curve of the spectral density is proportional to 〈x2〉. If the

measurements are performed with a sufficiently weak control laser such that optomechanical

damping is negligible, then we may safely assume that the mechanics is in thermal equilibrium

with the environment. In this case we apply the equipartition theorem, 1
2KBT = 1

2m〈x
2〉,

where KB is Boltzmann’s constant and T is the temperature. This means that the area

under the curve is proportional to the temperature of the mechanical oscillator.

In the above discussion we neglected to mention how the correlations in the mechanical

motion came about. After all, the mechanical oscillator is taken to be driven by contact

with a thermal environment, which will have very small correlation times. To model this, we

suppose that the environment acts as a random fluctuating force F (t). Working once again

in a classical picture, this yields,

mẍ+mγmẋ+mω2
mx = F (t), (4.39)

where m is the mass of the oscillator.
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Fourier transforming this expression we find,

x̂(ω) = χ(ω)F (ω), (4.40)

χxx(ω) = 1
m

1
ω2

m − ω2 − iγω
, (4.41)

where χxx(ω) is the mechanical susceptibility. Because F (t) is random then any particular

run of the experiment, even under identical starting conditions, will produce a different x(t).

To make progress we average over several realizations of the experiment, and write the

solutions in terms of the spectrums of the previous sections,

Sxx(ω) = |χxx(ω)|2SFF (ω), (4.42)

where SFF (ω) is the spectrum of the random force. Casting the problem in terms of spec-

trums allows us to use statistical information about the dynamics of the bath to gain statisti-

cal information about the response of the mechanical system. Referring to Eq. 4.42 however,

we see that correlations in the output will be added by the filtering provided by the mechan-

ical mode, which has a memory τm = 1/γm. In this way, measurement of the correlations

give direct information about the mechanical system.

It is also worth noting that the damping term, and the fluctuation term are linked. This

can be seen by using Eq. 4.39 and assuming γ � ωm to find [98],

d

dt
〈E〉 = −γ〈E〉+ SFF (ωm)

2m (4.43)

In equilibrium, we can set the time derivative to zero, and derive the classical fluctuation-

dissipation theorem SFF (ωm) = 2mγ 〈E〉 = 2mγKBT .

100



Quantum Noise (and Cooling)

In this section, we develop a quantum version of the machinery we developed in the previous

section to deal with classical noise. As it turns out, if we take a naive approach, and simply

replace the classical operators in the previous section with quantum operators, we will run

into issues. The main issue is that the order of the quantum operators matters in the

evaluation correlators.

This may not seems obvious at first, because we are used to thinking that a quantum

operator always commutes with itself. The more accurate statement is that a quantum

operator always commutes with itself at the same point in time. This means that for some

operator, x̂(t), we have [x̂(t), x̂(t)] = 0, but cannot in general state that [x̂(t), x̂(t′)] = 0.

In order to evaluate this commutator, we need access to the time evolution of x̂(t′). For

example, if x̂(t) represents an undamped quantum harmonic oscillator x̂(t) = x̂(0) sin(ωmt)+
p̂(0)
mωm

cos(ωmt), and we can use the commutation relations [x̂, p̂] = i~ to find that [x̂(t), x̂(t)] 6=

0. Carrying over these ideas to the evaluation of correlation functions, we see that while it is

always true that 〈x(t)x(t′)〉 = 〈x(t′)x(t)〉 we cannot in general state 〈x̂(t)x̂(t′)〉 6= 〈x̂(t′)x̂(t)〉.

This should cause problems when we attempt to define a spectrum. Depending on the

order of operators in the correlation function we would have two different definitions for

quantum spectrums! It is not clear which definition is “correct”. To gain insight, suppose we

calculate the spectrum for the quantum version of the force operator we encountered in the

previous section, assuming a stationary process. If we assume a correlator with the ordering

〈F̂ (t)F̂ (t′)〉 = 〈F̂ (τ)F̂ (0)〉 we have the definition for the quantum spectrum,

SF̂ F̂ (ω) =
∫ ∞
−∞

eiωτ 〈F̂ (τ)F̂ (0)〉 dτ. (4.44)
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For comparison, let us assume the opposite ordering 〈F̂ (t)F̂ (t′)〉 = 〈F̂ (0)F̂ (τ)〉 and eval-

uate once more,

∫ ∞
−∞

eiωτ 〈F̂ (0)F̂ (τ)〉 dτ, =
∫ ∞
−∞

e−iωτ 〈F̂ (0)F̂ (−τ ′)〉 dτ,′

=
∫ ∞
−∞

e−iωτ 〈F̂ (τ ′)F̂ (0)〉 dτ ′,

= SF̂ F̂ (−ω), (4.45)

where we have explicitly assumed a stationary process, which allows us to time shift both

operators in the correlation function. Comparing these two, seemingly different definitions

for quantum spectrums reveals that they are related in frequency space. With this in mind,

we choose Eq. 4.44 as the definition of the quantum spectrum, and will insert a negative

frequency argument as required. We note that unlike the classical spectrum, the quantum

spectrum need not be symmetric in frequency. The asymmetry in this spectrum is directly

related to the fact that F̂ (t) does not have to commute with itself at different points in time.

As it turns out, the asymmetry has further implications. One can attain the driving term

for the quantum version of Eq. 4.39 through the use of an interaction Hamiltonian of the

form Ĥ = F̂ (t)x̂. This type of coupling will be able to drive transitions between different

energy states of the harmonic oscillator representing our mechanical system. An explicit

calculation of these transition rates based on [98, 99] is given in Appendix A.3, where we

find,

Γn→n+1 = (n+ 1)Γ↑ = x2
0(n+ 1)
~2 SF̂ F̂ (−ωm), (4.46)

Γn→n−1 = nΓ↓ = x2
0n

~2 SF̂ F̂ (ωm), (4.47)
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where n is the Fock state number. This allows us to write down a simple rate equation based

on the Fig. 4.9(a) for the probability of the system being in Fock state |n〉,

Ṗn = (nΓ↑Pn−1 + (n+ 1)Γ↓Pn+1)− (nΓ↓ + (n+ 1)Γ↑)Pn. (4.48)

(a) (b)

(c)
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Figure 4.9: (a) Rate equation for the mechanical system subject to an external, noisy source.
(b) Backaction force spectrum as a function of laser detuning and frequency. (c) Backaction
force spectrum for the case of optimal cooling (∆ = −ωm) in the sideband resolved regime.
(d) Backaction force spectrum for the case of optimal heating (∆ = ωm) in the sideband
resolved regime.
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This immediately allows us to calculate the expectation value for the energy. Defining

〈E〉 = ∑∞
n=0 ~ωm(n+ 1/2)Pn, we calculate,

˙〈E〉
~ωm

=
∞∑
l=0

(
l + 1

2

)
lΓ↑Pl−1 +

∞∑
m=0

(
m+ 1

2

)
(m+ 1) Γ↓Pm+1

−
∞∑
n=0

(
n+ 1

2

)
(nΓ↓ + (n+ 1)Γ↑)Pm

=
∞∑

l′=−1

(
l′ + 3

2

)
(l′ + 1) Γ↑Pl′ +

∞∑
m′=1

(
m′ − 1

2

)
m′Γ↓Pm′

−
∞∑
n=0

(
n+ 1

2

)
(nΓ↓ + (n+ 1)Γ↑)Pm

=
∞∑
l′=0

(
l′ + 3

2

)
(l′ + 1) Γ↑Pl′ +

∞∑
m′=0

(
m′ − 1

2

)
m′Γ↓Pm′

−
∞∑
n=0

(
n+ 1

2

)
(nΓ↓ + (n+ 1)Γ↑)Pm

= 〈E〉
~ωm

(Γ↑ − Γ↓) + (Γ↑ + Γ↓)/2 (4.49)

Plugging in the explicit rate definitions from Eqs. 4.46-4.47 we arrive at the quantum analogy

to Eq. 4.43,
d

dt
〈E〉 = −γ〈E〉+ SF̂ F̂ (ωm)

2m , (4.50)

where,

γ = x2
0

~2 (SF̂ F̂ (ωm)− SF̂ F̂ (−ωm)) , (4.51)

SF̂ F̂ (ωm) = SF̂ F̂ (ωm) + SF̂ F̂ (−ωm)
2 . (4.52)

We see that just as in the classical case, the damping and noise terms are related, with the

key difference that the noise term is played by the symmetrized spectrum defined in Eq. 4.52.

On the other hand, the damping is just the difference between energy leaving and entering
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the system, and is once again related to the noise term. In equilibrium, we can once again

write down the fluctuation-dissipation theorem as, SF̂ F̂ (ωm) = 2mγ 〈E〉 = 2mγ(Nbath +1/2),

where Nbath is the occupation of the bath the mechanical system is in contact with.

Now that we know how to calculate transition rates using quantum spectrums, we can

use this to derive expressions for optomechanical cooling. While this can be derived by

directly solving the equations of motion, the use of quantum spectrums will allow us to

clearly see the contribution of various factors. Looking back to the un-linearized version

of the optomechanical interaction Hamiltonian, we see that we can write Ĥint = −Gα̂†α̂x̂,

which implies F̂ = −Gα̂†α̂. This means that we need to consider the effect of two random

forces: the usual thermal coupling to the environment, and the optomechanical backaction

force [100,101]. Placing these two rates into an equation analogous to Eq. 4.48 we find,

Ṗn =n(Γ↑ + Γth
↑ )Pn−1 + (n+ 1)(Γ↓ + Γth

↓ )Pn+1

− n(Γ↓ + Γth
↓ )Pn − (n+ 1)(Γ↑ + Γth

↑ )Pn. (4.53)

This time we are interested in the average phonon number instead of the energy. Defining

〈n〉 = ∑∞
n=0 nPn, we find,

˙〈n〉 = (〈n〉+ 1)
(
Γ↑ + Γth

↑

)
− 〈n〉

(
Γ↓ + Γth

↓

)
. (4.54)

This can be simplified by recalling that damping is the difference between scattering rates

out of and into the system, giving the definitions, γopt = Γ↓ − Γ↑, γm = Γth
↓ − Γth

↑ . With this

simplification, we find a final expression for the average phonon number in steady-state,

〈n〉 =
Γ↑ + Γth

↑

γm + γopt
. (4.55)
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where,

Γ↑ = x2
0

~2SF̂ F̂ (−ωm) = g2
0SN̂N̂(−ωm), (4.56)

Γ↓ = x2
0

~2SF̂ F̂ (+ωm) = g2
0SN̂N̂(ωm), (4.57)

Γth
↑ = Nthγm, (4.58)

Γth
↓ = (Nth + 1) γth. (4.59)

Depending on the choice of detuning, one can adjust center frequency of SN̂N̂(ωm) as shown

on Fig. 4.9 (b). In fact, by adjusting the detuning, the scattering rates can be made highly

asymmetric as shown on Fig. 4.9(c) for the case of cooling, and Fig. 4.9(d) for the case of

heating.

From the expression above, it can be shown that ground state cooling is not possible in the

sideband unresolved regime, but is possible in the sideband resolved regime. Interestingly,

the above expressions point to an ultimate limit on the achievable phonon population. Even

if the mechanical system receives no thermal phonons, there will be a persistent contribution

SN̂N̂(−ωm) from the optomechanical backaction. This term is explored in the next section.

The Standard Quantum Limit

Armed with a practical knowledge of spectrums, we can now address the question of the

ultimate limits of our detection scheme. With a purely classical signal we expect to measure

something of the form shown in Eq. 4.37. Suppose that we are working in the rather dreamy

picture, where we have no sources of technical noise (vtech(t) = 0). If we assume that the

mechanics is in thermal equilibrium with some other system at zero temperature, then one

would expect the signal on the spectrometer to disappear. In a classical picture there is no

ultimate limit to the size of signal that we might measure, with the “small” caveat that the

equipment itself must not have any classical noise.
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The above picture is of course, not accurate when one takes quantum effects into account.

Firstly, there will be zero point fluctuations present even at zero temperature, so we would

expect to measure a signal proportional to the zero point fluctuations. Recalling from the

discussion above that a classical system always measures the double-sided spectrum, we

might assume that we in fact will measure S v̂v̂(ω) = |K(ω)|2Sx̂x̂(ω). As it happens, we will

also need to consider two sources of noise that arise due to quantum constraints.

1. Shot noise: Light arrives at a detector with Poissonian statistics. One cannot build a

signal based on the arrival one photon, so we must time-average over several photons.

Eventually the integrated signal will emerge.

2. Backaction noise: We are detecting the motion of our mechanical system through its

effect on an optical field. Conversely this optical field will also couple to the mechanics.

Even if the light is in a coherent state, it will contain vacuum fluctuations. These will

exert a random force on the mechanics.

This suggests that we include two random terms associated with each of these factors into

our expression for the measured voltage at the RSA,

v(t) = K
(
x+ δxba

)
+ δvsn. (4.60)

Just as before, we will use this relation to calculate the spectrum the RSA measures. How-

ever, this time around we must be careful to include the fact that the RSA measures the

symmetrized spectrum. This gives,

S v̂v̂(ω) = |K(ω)|2
(
Sx̂x̂(ω) + S

ba
x̂x̂(ω)

)
+ S

sn
v̂v̂(ω)

= |K(ω)|2
(
Sx̂x̂(ω) + S

ba
x̂x̂(ω) + S

imp
x̂x̂ (ω)

)
,

= |K(ω)|2
(
Sx̂x̂(ω) + S

add
x̂x̂ (ω)

)
, (4.61)
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where we have assumed that the backaction and shot noise are uncorrelated. We have also

defined the imprecision spectrum, Simp
x̂x̂ (ω) and added noise spectrum S

add
x̂x̂ (ω) in keeping with

literature conventions [98]. This allows use to map the shot noise onto an equivalent noise

in the oscillator. It can be shown (see Appendix A.3.1) that Sba
x̂x̂(ω) = |χxx(ω)|2SF̂ F̂ (ω) and

S
imp
x̂x̂ (ω)SF̂ F̂ (ω) = ~2

4 . This allows us to write that added noise as,

S
add
x̂x̂ (ω) = |χxx(ω)|2SF̂ F̂ (ω) + ~2

4
1

SF̂ F̂ (ω)
. (4.62)

Unfortunately, this presents an ultimate limit on the sensitivity of direct position measure-

ment. If the control laser power is decreased, we have less backaction but more shot noise.

If the control laser power is increased we have more backaction and less shot noise. The best

we can hope to do is find a compromise between these cases by optimizing laser power.

4.3 Introduction: Optomechanically Induced Transparency

and Cooling in Thermally Stable Diamond Micro-

cavities

The remainder of this chapter consists of the previous published work “Optomechanically

induced transparency and cooling in thermally stable diamond microcavities”. The advance-

ments in this paper were made possible by modifications and optimization of the fabrication

procedure which made it possible to place a laser red detuned from the cavity. There is

also an original criterion, calculated in the supplementary materials, which give the power

at with the red-detuned side of the cavity is no longer accessible.

DP Lake, M Mitchell, Y Kamaliddin set up the experiment and acquired the data. DP

Lake, M Mitchell, Y Kamaliddin analyzed the data, and DP Lake, M Mitchell, PE Barclay

wrote the manuscript.
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4.4 Optomechanically Induced Transparency and Cool-

ing and Cooling in Thermally Stable Diamond Mi-

crocavities

Nanophotonic cavity optomechanical devices localize light within nanostructures supporting

both optical and mechanical resonances, creating large optical forces that can coherently cou-

ple light to phonons of a mechanical mode. These devices provide a testbed for fundamental

studies of quantum science [70, 102], with hallmark experiments demonstrating phenomena

such as optomechanically induced transparency [88,89,103], optomechanical cooling [76], ob-

servation of a mechanical resonator’s zero point motion [104], quantum optical–mechanical

correlations [84, 105–108], and entanglement between mechanical resonators [109]. Within

the realm of quantum technology, the ability of these systems to coherently interface GHz fre-

quency phonons with optical photons has sparked efforts to create transducers [110] that op-

tomechanically convert quantum information between photonic channels and solid state [111]

or superconducting microwave [112–115] qubits via a shared mechanical coupling.

Diamond cavity optomechanical devices [35, 116] are poised to advance experiments in

quantum optomechanics, in part thanks to device performance improvements from diamond’s

best-in-class Young’s modulus, low intrinsic mechanical dissipation, high thermal conductiv-

ity, and large optical transparency window from ∼ 230 nm to far–IR [117]. In addition,

these devices offer an interface between highly coherent diamond colour centre spins and op-

tically controlled phonons via strain coupling [111], which could enable quantum transducers

between spins and quantum phononic and photonic states [118–120], as well as platforms

for entangling remote spins via nanomechanical coupling [121, 122]. To date, nanomechan-

ical devices used for spin manipulation have relied on piezo actuated phonon-strain cou-

pling [123–128]. Incorporating coherent cavity optomechanics would enable optical control

of phonon-spin interactions with sensitivity necessary for operation at the single phonon level

and enable new photon-spin interfaces that are independent of the spin optical properties.
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A requirement for realizing the large-amplitude mechanical oscillations required to couple

to colour centres is the phonon lasing criterion, C > 1− κex
κo+κex

, where C ≡ 4Ng2
0/κoΓm > 1,

is the optomechanical cooperativity, N is the intracavity photon number, g0 is the single–

photon optomechanical coupling rate, and κo and Γm are the optical cavity and mechanical

resonator energy decay rates, and κex is the cavity external coupling rate [70, 89]. Addi-

tionally, large C is important in other coherent optomechanical processes such as light pulse

storage [78] and wavelength conversion [103, 129], where the spectral response and conver-

sion efficiency are dependent on C, respectively. This should not be confused with the much

more stringent case of quantum–coherent interactions which requires that 2g0
√
N > (κo, γ),

where γ = Γm(nth +1) is the mechanical decoherence rate and nth is the thermal equilibrium

phonon occupation of the mechanical mode [70,130]. We have developed single–crystal dia-

mond microdisks that achieve C > 1− κex
κo+κex

by coupling optical whispering gallery modes

to GHz frequency (ωm) mechanical radial breathing mode resonances [35]. The microdisk

mechanical resonances have a large mechanical quality factor Qm ≡ ωm/Γm that is enhanced

by restriction of phonon leakage into the substrate by a nanoscale pedestal, while the op-

tical modes have optical quality factor Qo ≡ ωo/κo ∼ 105, where ωo/2π ∼ 200 THz is the

optical mode frequency, and can support N > 106 photons without suffering from nonlin-

ear absorption that degrades device performance in other less transparent materials such as

silicon [131].

However, in previous work, at high N the device performance becomes limited by linear

optical absorption and accompanying heating. The resulting change in microdisk temper-

ature is exacerbated by the ∼ 100 nm waist of the microdisk pedestal, in which thermal

conductivity is reduced at room temperature due to size effects by approximately an order

of magnitude compared to in bulk diamond [35], resulting in thermo-optic instability [62]

for red laser–cavity detunings needed for applications such as coherent phonon–photon cou-

pling and optomechanical cooling. Here we overcome this limitation through modification

of the microdisk pedestal shape to improve its thermal conductivity without affecting Qm,
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enabling demonstration of optomechanically induced transparency, a hallmark of coherent

phonon-photon coupling, as well as stable optomechanical cooling in diamond microdisks for

the first time.
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Figure 4.10: Characterization of single–crystal diamond microdisk structures fabricated us-
ing modified plasma undercutting method. (a) Scanning electron micrograph (SEM) of a
“flared” microdisk structure. (b) Top down SEM view of the modified pedestal shape using
the modified undercutting method described above. (c) Typical high–Qo doublet optical
mode for the device studied here. (d) RBM of microdisk measured at low input power ex-
hibiting a Qm ∼ 8, 400. (e,f) Response of the optical transmission for an input step function
for microdisks with similar sized flared and hourglass shaped pedestals, respectively. The
exponential rise is fit to extract the thermal time constant. The negatively sloped feature in
(e) is an EDFA artifact, resultant from the large input powers required to achieve thermal
bistability.
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4.4.1 Device Characterization: Optical, Mechanical and Thermal

Properties

An example of the diamond microdisk devices studied here is shown in the scanning electron

micrograph image in Fig. 4.10(a). These devices were fabricated by modifying the diamond

undercutting process demonstrated in Ref. [35], as described in the Supporting Information,

to shape the pedestal supporting the microdisk into the flared profile shown in Fig. 4.10(b).

Note that the device in Fig. 4.10(b) was broken as result of being over–undercut, and its

minimum pedestal dimension is smaller than that of the devices studies here, which are ∼ 350

nm. The optical and mechanical modes of the microdisks were characterized by monitoring

the transmission of a tuneable diode laser (Newport TLB 6700B) through a dimpled optical

fiber taper evanescently coupled to the microdisk. Scans of transmission for varying laser

wavelength (λp) when coupled to the 5 µm diameter microdisk considered in the remainder

of this work revealed resonances such as those shown in Fig. 4.10(c). The doublet resonance

structure indicates the presence of backscattering induced standing wave optical modes,

which are either a symmetric or anti-symmetric combination of the degenerate travelling

wave modes in the microdisk (see Supporting Information). The modes studied here have

a central wavelength of λo ≡ 2πc/ωo ∼ 1550 nm, splitting of λ2
o

2πcκbs ∼ 70 pm, where κbs is

the backscattering rate, and intrinsic (unloaded) Q(s,a)
o = ωo/κ

(s,a)
o = 8.7× 104 and 7.4× 104,

where κ(s,a)
o are the optical energy decay rates of the symmetric and antisymmetric (red and

blue shifted) modes of the doublet, respectively. This places the system near the resolved

sideband regime, with ωm/κ
(s,a)
o ∼ 1.0 and 0.84. Typically these devices are operated in the

under–coupled regime with κex/κo ∼ 0.58, where κex is the external energy coupling loss

rate.

The microdisk’s mechanical resonances were probed by fixing λp slightly off-resonance

from the cavity modes and monitoring fluctuations in optical transmission due to mechani-

cal motion using a high-speed photodetector (Newport 1554-B). Initial measurements were

performed at low optical input power Pin to avoid modifying the mechanical mode dynam-
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ics via optomechanical back action [70]. The power spectral density (PSD) of this signal,

as analyzed on a real time spectrum analyzer (Tektronix RSA5106A) and shown in Fig.

4.10(d), reveals the thermal motion of a mechanical resonance at ωm/2π ∼ 2.2 GHz, with a

mechanical quality factor Qm = ωm/Γm ∼ 8, 400. Comparison to COMSOL finite element

simulations of the microdisk suggest that this mechanical mode is the fundamental radial

breathing mode (RBM) of the microdisk, as the measured ωm is within 5% of the simulated

value. The RBM studied here has an effective mass predicted from simulation of meff ∼

45 pg, corresponding to a quantum zero point motion amplitude, xzpm ∼ 0.30 fm, where

xzpm =
√
~/2meffωm.

Reaching the regime of coherent optomechanical coupling can in principle always be

achieved by operating with high enough Pin to increase N so that C > 1. In practice,

even in absence of nonlinear absorption, N is limited by linear absorption and thermo-

optic dispersion, particularly in small optical mode volume devices such as microdisks. The

microdisk pedestal shape plays a critical role in determining whether C > 1 can be reached,

as it influences Qm (∝ C) [35] as well as the device’s ability to conduct thermal energy away

from the microdisk and mitigate optical heating. The importance of the pedestal’s thermal

conductance can be seen by considering the threshold for N above which the microdisk

becomes bistable due to the thermo-optic effect [132, 133], for λp red-detuned from λo as

required for optomechanically induced transparency [88,89,103] and cooling [76]:

(
ηPinQo

~ω2
o

)
≡ N <

Cp
|β|τth~ω2

o

(
Qabs

Qo

)
(4.63)

(see Supporting Information). Here τth and Cp are the microdisk thermal time constant and

the heat capacity, respectively, and β = dλo/dT is the microdisk thermo-optic coefficient

that accounts for thermal expansion and refractive index temperature dependence [62]. The

on-resonance fiber taper waveguide-microdisk power coupling efficiency is defined as η, and
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1/Qabs is the contribution to 1/Qo from linear absorption. Equation (4.63) illustrates the

inverse relationship between τth and maximum N . Note that in the anomalous case of β < 0,

the cavity becomes bistable for blue instead of red detuning.

To determine the impact of the pedestal shape on the properties of the microdisks, we

compare the flared pedestal devices from this work with hourglass pedestal devices studied

previously [35]. In Ref. [35] it was found that increasing pedestal width degraded Qm. How-

ever, the Qm of the flared pedestal device measured here is similar to the best valued reported

for the hourglass microdisks, despite the larger width of the flared pedestals. However, as

shown by measurements of τth in Fig. 4.10(e-f), the highest Qm flared and hourglass pedestal

microdisks have τth ∼ 0.5 µs and 6 µs, respectively, indicating that the flared pedestal devices

studied here can support over an order of magnitude larger N in the red-detuned regime

compared to previous hourglass pedestal devices. Here τth was measured by monitoring the

response of the microdisk to an optical pulse that causes λo to shift via the photothermal

effect, as described in the Supporting Information.

4.4.2 Optomechanical Spring Effect

The optomechanical parameters of the system were further probed by means of the optical

spring effect [70, 134, 135]. For this measurement, Pin was increased via an erbium doped

fiber amplifier (EDFA: Pritel LNHPFA-30) connected to the tunable laser output. The laser

wavelength was then discretely stepped across the optical cavity resonances, and the PSD

of the transmitted signal was acquired at each step. By fitting a Lorentzian lineshape to the

PSD, both ωm(∆;Pin) = ω0
m + δωm(∆;Pin) and Γm(∆;Pin) = Γ0

m + Γopt(∆;Pin) as a function

of pump-cavity detuning, ∆ = ωp− ωo, were extracted. The results of this measurement for

intermediate input power (Pin ∼ 4.7 mW) are shown in Figs. 4.11(a) and 4.11(b). Here the

data is fit to analytic expressions for the predicted values of the optomechanical spring effect

δωm and optomechanical damping Γopt, taking into account the doublet nature of the optical

mode (see Supporting Information). Using measurements of N(∆) = N s(∆)+Na(∆) shown
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in Fig. 4.11(c) determined from the power dropped into the microdisk and κs,a we are able

to extract the sole fitting parameter, g0/2π ∼ 17 kHz. The optomechanical coupling rate

is not expected to vary for each mode of the doublet, which was confirmed in our analysis

by allowing g0 to vary for the symmetric and antisymmetric modes, which gave the same

result as a single g0 value. In general, as the coupling rates to each of the modes will depend

on the phase of fields compared to the point of fiber taper coupling, κext can differ for each

mode [12]. However, for the modes considered in this work κext was approximately equal for

each mode, and a single value was used. Unlike previous measurements of the optical spring

effect in diamond microdisks [35], δωm here was dominated by optomechanical back-action

owing to the device’s reduced τth and low optical heating.
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Figure 4.11: Characterization of optomechanical coupling via the spring effect for the device

shown in Fig. 4.10, for Pin ∼ 4.7 mW. Shift in (a) mechanical resonance frequency δωm

and (b) optomechanical damping Γopt as a function of laser detuning. The fits are from the

optomechanical spring effect calculation with a single–photon optomechanical coupling rate

of g0/2π ∼ 17 kHz as the sole free parameter, and the measured N shown in (c). Dashed lines

indicate ∆ ± κbs/2 = 0 (corresponding to the resonance frequency of each doublet mode),

and illustrate that δωm and Γopt = 0 when the laser is on-resonance with the cavity mode.

The cavity optomechanical damping, Γopt, modifies the mechanical normal-mode temper-

ature, Teff, as in experiments of ground state cooling [76], or generation of self–oscillations

that drive stress fields for coupling to diamond colour center spins [35]. The normal-mode

temperature can be measured as a function of ∆ from the area under the PSD normalized by
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the wavelength dependent optomechanical transduction (see Supporting Information) and

assuming that for large |∆| the cavity is in thermal equilibrium with the room-temperature

environment (see Supporting Information). Figure 4.12(a) shows the normal mode temper-

ature Teff and corresponding phonon occupation nm measured using this technique. Also

shown is a prediction of Teff obtained by inputting the fit of Γopt(∆) from Fig. 4.11(b) to the

optomechanical back-action cooling expression,

nm = nth ×
Γ0

m
Γ0

m + Γopt(∆) , (4.64)

where nm is the final phonon number, nth = kBT/~ωm is the equilibrium thermal phonon

occupation [70]. This expression is valid in the high–T limit nth � nmin applicable here,

where nmin = 0.088 is the minimum backaction limited phonon number achievable through

optomechanical damping, which in the resolved sideband regime is given by nmin = (κ/4ωm)2,

which holds for the device studied here [70]. The good agreement indicates that the ∆

dependent normalization of the PSD is accurate, and that optical absorption and heating is

small compared with changes to nm from optomechanical backaction.

At higher Pin, microdisk heating and modal thermo-optic dispersion become significant,

and the transduction calibration could not be readily applied to measurements of PSD area

for varying ∆. However, measurement of optomechanical cooling using Eq. (4.64) with ∆

optimized to maximize Γopt was possible: for N ∼ 1 × 106 (Pin ∼ 20 mW), Teff = 60 K

(nm = 588 phonons) was measured for the symmetric mode, as shown in Fig. 4.12(b). Here

Teff includes an increase in bath temperature (i.e. nth) of 4 K due to optical heating, inferred

from the shift in λo calibrated by its independently measured temperature dependence (see

Supporting Information). This optimized cooling was obtained when red-detuned by ωm

from the higher-Qo doublet mode, as expected for a sideband-resolved cavity optomechanical
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device. This detuning was not achievable in previous work with hourglass pedestal microdisks

due to an inability to operate at red-detuning with Pin large enough to significantly reduce

nm because of thermal instability [35].
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Figure 4.12: Optomechanical heating and cooling. (a) Measured phonon occupation and

temperature of the RBM, and the corresponding values predicted from the fit to Γopt in Fig.

4.11(b). (b) PSD at the operating point ∆ ∼ −κbs/2−ωm of maxiumum cooling (blue), and

at ∆ tuned to the point of zero damping (red). Small peaks at intervals of 500 kHz are from

technical noise.

4.4.3 Optomechanically Induced Transparency

Optomechanically induced transparency (OMIT) is a signature of coherent coupling between

optical and mechanical resonances, and has been demonstrated in cavity optomechanical

systems such as microtoroids [88], optomechanical crystals (OMC’s) [89], and microdisks

[103]. OMIT occurs when a strong control field (ωc) is red–detuned from the microdisk such

that ∆oc = ωo − ωc = ωm, resulting in destructive interference between anti-Stokes photons
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scattered from the control field and a weak probe field (ωp). This creates a transparency

window (dip) in the probe transmission (reflection) spectrum when ∆pc = ωp − ωc = ωm

(corresponding to ωp = ωo if the control field detuning condition is ideally satisfied) whose

amplitude and width depends on the cooperativity [70,88,89].

To characterize OMIT in the diamond microdisks, the laser output was amplified to

Pin ∼ 40 mW, and its wavelength was slowly stepped across the cavity resonance, creating a

control field with varying ∆oc. At each ∆oc, a phase electro–optic modulator (EOM) driven

by a vector network analyzer (VNA:Keysight E5036A) was used to create a sideband on

the control field that serves as the probe, and whose frequency can be swept across the

cavity resonance, varying ∆pc. The probe field reflected by the microdisk back into the fiber

taper was measured using a high–bandwidth photoreceiver connected to an optical circulator,

and analyzed by the VNA. The symmetric mode of the microdisk doublet (ωo − κbs
2 ) was

used for all of the measurements described below. Figure 4.13(a) shows the results of these

measurements for several ∆oc, with each exhibiting a sharp OMIT feature when ∆pc = ωm.

Here R is the reflectivity normalized by its maximum value in absence of OMIT. When ∆oc

is tuned away from ωm the OMIT feature exhibits a Fano shape due to the phase difference

between the scattered control field and the probe field. At the OMIT condition ∆oc = ωm

the dip amplitude reaches a maximum, as shown in detail in Fig. 4.13(b). From the dip

amplitude ∼ 0.8 = 1 − 1/(1 + C)2 [103], cooperativity C ∼ 1.2 was extracted. This C

was achieved with an intracavity photon number of N ∼ 2.7 × 106, and corresponds to

g0/2π = 18 kHz, in excellent agreement with the value predicted from the optomechanical

spring effect fits in Figs. 4.12(a) and (b).
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of ∆oc and ∆pc shown for OMIT using the symmetric mode of the doublet. (b) OMIT

response corresponding to C ∼ 1.2 for N ∼ 2.7× 106, with ∆pc = ∆oc = ωm.

Compared with previous demonstrations of OMIT in microdisks [103], the diamond de-

vices demonstrated here support nearly two orders of magnitude higher N and 2.6 times

higher C, despite their lower Qo. Furthermore, this performance is realized without thermal

stabilization or cryogenic cooling. This enables optomechanical cooling with large N in the

red-detuned regime not accessible in previous studies [35]. Additionally, the microdisk geom-

etry combined with the broadband transparency of diamond allows these devices to simulta-

neously support high-Qo optical modes spanning a broad wavelength range, for example at

both the 637 nm range of diamond NV centre emission and in the 1550 nm telecommunica-

tions wavelength band [35]. The C > 1 OMIT shown here will allows these multiwavelength

cavities to be used for optomechanical wavelength conversion [103, 129], and the broad mi-

crodisk mode spectrum will allow conversion over a larger range than diamond OMC [116].

Finally, any improvement to Qm, either through low-temperature operation [31] or engineer-

ing of the microdisk connection to the pedestal [136] would greatly increase the maximum

achievable cooperativity.
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4.4.4 Conclusion

In summary we have demonstrated optomechanically induced transparency, cooling, and full

characterization of the optical spring effect in single-crystal diamond microdisks. Access to

the red–detuned sideband, and the associated aforementioned phenomena was enabled by

improving the thermal stability of the microdisk by modify the pedestal geometry. Future

work will seek to further enhance Qo and Qm by improving the fabrication process and in-

vestigating post-fabrication surface treatments. Furthermore, recent work has demonstrated

that the diamond undercutting fabrication technique utilized here may be applied to other

geometries such as photonic crystals [36], which holds promise for the fabrication of future

optomechanical devices. Finally, implantation of NV’s or SiV’s in these devices will allow the

study of the interaction of solid state qubits with coherently driven cavity–optomechanics,

as spin-photon coupling rates between the RBM and NV ground state are predicted to reach

0.6 MHz [35].

4.5 Supporting Information

4.5.1 Modified Fabrication Process

Compared to previous work fabricating microdisks from bulk single–crystal diamond a mod-

ified undercutting approach was utilized in this work, as described in Fig. 4.14. This modi-

fication entails the deposition of a ∼ 100 nm thick layer of electron beam evaporated SiO2,

partway through the quasi-isotropic undercutting step shown in Fig. 4.14(v-vi). This partial

masking layer results in a faster horizontal undercut rate at the bottom of the pedestal com-

pared to the top, as shown in Fig. 4.14(vii), which alters the final pedestal shape. In this

work (100) single–crystal diamond chips purchased from element 6 are used, which to the

best of our knowledge are the only crystallographic orientation used with this fabrication

method to date [31, 35, 36, 137]. As it is believed that the quasi-isotropic etch is ultimately
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limited by various speeds of etching along the crystal planes [137], a sample with different

crystal orientation could also potentially be used to alter the device geometry: in this case,

the support pedestal of the microdisk.

Diamond

ZEP 520A
Si3N4

SiO2

EBL ICPRIE

C4F8/SF6
      O2

PECVD

Si3N4
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C4F8/SF6
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O2HF

Wet
Etch

(i) (ii) (iii) (iv)

(v)(vi)(vii)(viii)

Figure 4.14: Modified plasma undercutting method. (i) Polished single–crystal diamond
chips are cleaned in boiling piranha and coated with a 300 nm thick PECVD Si3N4 layer,
coated with ∼ 5 nm of Ti as an anti-charging layer, and EBL resist (ZEP 520A). (ii) The
microdisks are patterned in ZEP using EBL and developed in ZED N50. (iii) Patterns are
transferred to the Si3N4 hard mask using an ICPRIE etch. ZEP is removed using a deep-UV
exposure and Remover PG. (iv) Patterns are transferred to the diamond using an anisotropic
O2 plasma ICPRIE etch, followed by sidewall protection via a conformal coating of PECVD
Si3N4. (v) A short ICPRIE etch removes Si3N4 from the bottom of the etch windows, followed
by an initial zero bias O2 ICPRIE plasma which partially undercuts the microdisks. (vi) A
∼ 100 nm layer of SiO2 is deposited via electron beam evaporation (EBE). (vii) A second
zero bias O2 plasma etch is performed, finishing the plasma undercutting process. (viii) The
sample is soaked in HF to remove the remaining Si3N4 layer, followed by a piranha clean.

4.5.2 Thermal Response

Following the analysis of Carmon et al [62], we can write an equation governing the time

evolution of the cavity temperature in response to an input field with power Pin(t),

d

dt
∆T = Pin(t)f (λp,∆T )− ∆T

τth
, (4.65)
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where for a singlet mode,

f (λ,∆T ) = ηQo

CpQabs

[∆λ/2]2

[λp − λo(1 + β∆T )]2 + [∆λ/2]2
. (4.66)

In the above ∆T is the difference between the cavity temperature and environment temper-

ature, τth is the thermal time constant, Cp is the heat capacity of the cavity, and β is defined

as a temperature coefficient of resonance–wavelength accounting for thermal expansion and

refractive index perturbations, β = ε + dn
dT
/n0. The fraction of light coupled into the cavity

is defined as η, λp is the input field wavelength, λo(∆T ) is the cavity resonance wavelength,

Qo is the cavity intrinsic quality factor, and Qabs is the quality factor due to absorption only.

For a constant input signal, the equilibrium temperature ∆Teq of the cavity can be found

by setting d
dt

∆T = 0, and solving the cubic equation a(∆Teq)3 + b(∆Teq)2 + c(∆Teq) + d = 0.

As only real solutions to this equation are physical, we can deduce the number of valid

solutions at equilibrium by determining the number of real roots associated with the cubic

equation. To do so one can evaluate the discriminant, ∆, as,

∆ = q2

4 + p3

27 , (4.67)

p = 3ac− b2

3a2 , (4.68)

q = 2b3 − 9abc+ 27a2d

27a3 . (4.69)

This can be divided into three distinct cases,

∆ < 0 : Three real, distinct roots. (4.70)

∆ = 0 : Three real, degenerate roots.

∆ > 0 : One real root, and two complex roots.

123



The case where ∆ < 0 is shown in Fig. 4.15, where 3 real distinct roots exist resulting in a

thermal bistability.

To determine if the red-detuned side of the cavity is accessible for a given input pump

power, we evaluate ∆ at zero detuning, e.g. λp = λo(1+β∆T ). This leads to the requirement

for access to red detunings,

1
τthQo

> |β|
(
ηQo

Qabs

)(
Pin

Cp

)
. (4.71)
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Figure 4.15: (a) Cavity temperature at equilibrium as a function of laser–cavity detuning

found by numerically solving Eqn. 4.65, with d
dt

∆T = 0. (b) Equilibrium temperature

solutions at maximum shift in resonance wavelength, λmax.

To measure the thermal time constant, the input field is modulated between two distinct

powers, as shown in Fig. 4.16(a). For relatively small modulations, the time evolution of the

cavity temperature will resemble the input field, low pass filtered by the finite response time

of the thermal cavity shift. This can then be read out by choosing a laser drive wavelength

where changes in the cavity resonance frequency result in a change in optical transmission,

namely,

Pout(t) ≈ T

[
1 + ∂T

∂λo

∂λo
∂∆T ∆T

]
Pin(t), (4.72)

where Pout is the power output into the taper and T is the transmission through the cavity.

Together Eqs. 4.65-4.72 were used to fit experimental data to derive τth.
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In the cooling experiments described in the main text, the application of a strong pump

laser caused the device to heat. The degree of this temperature shift was derived by measur-

ing the shift in λo as a function of temperature in a separate experiment, as shown in Fig.

4.16(b).
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Figure 4.16: (a) Transmission of an optical cavity in response to a square wave driving

function. (b) Cavity shift, relative to ambient conditions, as a function of temperature

for the device and mode used in the main text. The cavity temperature was varied using

a thermoelectric heater. The linear line of best fit shown was used to calculate the laser

absorption induced heating present in the cooling experiment described in the main text.

4.5.3 Optical Spring Effect

Microdisk resonators typically support degenerate clockwise and counter clockwise propa-

gating modes, with amplitudes αcw, αccw respectively. In the case that the coupling between

these modes due to backscattering exceeds loss to all other channels, standing wave modes

are supported, which are either a symmetric αs = 1/
√

2 (αcw + αccw) or anti-symmetric

αa = 1/
√

2 (αcw − αccw) combinations of the travelling wave modes [12].f
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Using the fact that 〈αa|αs〉 = 0, we can write the optomechanical spring effect as [70],

δωm =g2
[

∆− ωm

κ2
s/4 + (∆− κbs/2− ωm)2

]

+ g2
[

∆ + ωm

κ2
s/4 + (∆− κbs/2− ωm)2

]

+ g2
[

∆− ωm

κ2
a/4 + (∆ + κbs/2− ωm)2

]

+ g2
[

∆ + ωm

κ2
a/4 + (∆ + κbs/2− ωm)2

]
(4.73)

where g = g0N is the optomechanical coupling parameter to the doublet mode, κs,a are the

cavity decay rates, κbs is the backscattering coupling rate, ωm is the mechanical frequency

rate and ∆ is the laser-cavity detuning.

Using similar arguments, it can be shown that the optomechanical damping rate for

doublets is,

Γopt =g2
[

κs

κ2
s/4 + (∆− κbs/2− ωm)2

]

− g2
[

κs

κ2
s/4 + (∆− κbs/2− ωm)2

]

+ g2
[

κa

κ2
a/4 + (∆ + κbs/2− ωm)2

]

− g2
[

κa

κ2
a/4 + (∆ + κbs/2− ωm)2

]
. (4.74)
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4.5.4 Transduction

Modelling the mechanical mode amplitude as x(t) = x0 cos (ωmt), where x0 is the zero point

fluctuation of the mechanical mode, the amplitudes of the field in the symmetric optical

mode αs and anti-symmetric optical mode αa are modulated by the mechanics as:

αs,a(t) =αin

√
κex

2 Ls,a(0)×[
1− ix0GLs,a(ωm)

2 e−iωmt − ix0GLs,a(−ωm)
2 eiωmt

]
(4.75)

where G = g0/x0, κex is the external coupling rate to the fiber, |αin|2 = Pin, and

Ls,a(ω) = 1
−i (ω ± κbs/2 + ∆) + κs,a/2

. (4.76)

In the experiment we measure the reflected signal, R, which may be written in terms of

the optical mode amplitudes as,

R =
√
κex

2 |αs − αa|2 Pin. (4.77)

Solving for the power spectral density of the reflected signal, SRR in terms of the power

spectral density of the driven harmonic mechanics signal, Sxx and ignoring small terms, we

can find the transduction coefficients K(∆) which satisfies the expression:

SRR(ω)
P 2

in
= |K(∆)|2 Sxx. (4.78)

where,

Sxx = 2πx2
0 [δ(ω − ωm) + δ(ω + ωm)] (4.79)
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Chapter 5

Multimode Optomechanics: I

5.1 Introduction: Two-Colour Interferometry and Swi-

tching Through Optomechanical Dark Mode Exci-

tation

The work contained in the this chapter extends our optomechanical experiments from single

mode systems, where a single optical mode is coupled to a single mechanical mode, to

multimode systems with two optical modes. We used this same system to demonstrate

wavelength conversion and amplification between the two optical modes [94]. Building on

this experiment, here we demonstrate that this multimode optomechanical system can also

be used to realize interference between widely separated optical modes, enabling the creation

of an optical switch.

D.P. Lake and M. Mitchell fabricated the device, performed the experiments, and ana-

lyzed the data. D.P. Lake developed the theory, and all authors contributed to writing the

manuscript.
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5.2 Two-Colour Interferometry and Switching Through

Optomechanical Dark Mode Excitation

5.2.1 Introduction

Interference is a ubiquitous physical phenomenon central to applications ranging from detec-

tion of gravitational waves [138] to the implementation of modulators and other integrated

photonics technology [7,139,140]. Each of these examples interfere light at or near the same

wavelength to convert differences in phase to changes in intensity. The emergence of fre-

quency bin qubits [141–143] and a desire to interface quantum networking components based

on different photonic technologies [144] has created the need for devices that interfere light

with widely separated frequencies. Typically, this challenge has been addressed using nonlin-

ear atomic [145,146] or solid-state [147–150] materials, whose nonlinear optical susceptibility

combined with precise photonic dispersion engineering can mediate interactions between dif-

ferent wavelengths of light. Here we demonstrate that cavity optomechanics [70] provides a

realization of multi-colour optical interference that can be implemented in transparent linear

materials through light’s interaction with a nanofabricated mechanical resonator.

By coherently coupling light confined in an optical cavity to the motion of a mechanical

resonance of the same cavity, light can be slowed and stored [78,88,89]. The signature of this

coherent optomechanical coupling between phonons and photons is a narrow transmission

window in the otherwise opaque optical cavity resonance spectrum, referred to as optome-

chanically induced transparency (OMIT) [88,89], whose highly dispersive optical response is

independent of the phase of its input field. In contrast, we demonstrate that phase is crit-

ically important to the optical properties of multimode optomechanical systems, in which

multiple optical fields are injected into an optomechanical device. In the optical domain,

multimode cavity optomechanical devices have been used for experimental demonstrations

of wavelength conversion [103, 129, 151]. Microwave-frequency multimode devices have en-

abled low-noise frequency conversion [97] and entanglement between photons [152], whereas
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hybrid electro-optomechanical devices have used coherent interference between optomechani-

cally and piezomechanically driven motion to bridge microwave and optical frequencies [115].

Optical-frequency optomechanical devices whose intensity response is sensitive to the relative

phase of multiple input optical fields with widely separated wavelengths, i.e., that involve

interference between different colours of light, have yet to be reported despite proof-of-

principle demonstrations based on atomic media [153–156] and recent advances in cavity

optomechanical mediated coupling between multiple mechanical modes [157,158].

Here we utilize a chip-based cavity optomechanical device with two optical modes co-

herently coupled to a single mechanical resonance to show that double optomechanically

induced transparency (DOMIT), in which two optical modes coherently couple to the same

mechanical mode, enables interference between photons separated by over 5 THz in fre-

quency. Exploiting this effect, we demonstrate a novel phase-sensitive two-colour optical

XOR gate [159]. This multi-colour interference is mediated by the mechanical bright mode

and the mechanical dark mode [151, 160], which are directly excited for the first time here.

This is in contrast to the partial dark mode excitation achieved in previous multimode op-

tomechanical systems. In these works, which were focused on wavelength conversion, finite

optomechanical cooperativity, C, precluded perfect dark mode excitation [151]. Furthermore,

the optical XOR gate demonstrated here will be useful for multicolour classical and quan-

tum optical information processing, e.g., for demonstrating quantum interference [148, 149]

between frequency binned qubits [141–143], as well as optical sensing and metrology [150]

using interference between widely separated wavelengths.
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5.2.2 Double Optomechanically Induced Transparency (DOMIT)
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Figure 5.1: (a) Scanning electron micrograph of a diamond microdisk similar to the ∼5 µm

diameter one studied in this work. (b) Schematic of a multimode optomechanical system

where two Fabry Perot optical modes, a and c, are coupled to the same mechanical mode,

b. (c) Frequency-domain illustration of the control and probe lasers used throughout this

work, and their respective optical cavity modes. (d) The double-Λ level scheme used in this

work, where the labels na, nb, nc represent the energy levels of modes a, b, and c, respectively.

The thick lines represent photon-phonon exchange mediated by the control field, and the

thin lines represent the probe fields with phase difference φ = φa − φc. (e) DOMIT can be

described by three coupled harmonic oscillators. The optical modes may be driven in-phase-,

or out-of-phase, exciting either the mechanically bright or the mechanically dark mode.
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Photon-photon interference and mechanical dark mode excitation demonstrated here uses

a diamond microdisk cavity optomechanical system (Fig. 5.1(a)) whose essential elements

can be analyzed as a generic Fabry Perot cavity shown in Fig. 5.1(b). The cavity supports

two optical modes with widely separated frequencies ωa and ωc, each coupled via radiation

pressure to a common mechanical resonator with frequency ωb established in the generic

system by one of the cavity mirrors. Each optical mode is excited with a weak probe field and

a strong control laser that is red-detuned from its cavity mode by the mechanical frequency,

∆a = ∆c = −ωb, represented graphically in Fig. 5.1(c). If the mechanical frequency exceeds

the dissipation rate of each optical cavity mode, the system is in the resolved sideband

regime, and the interaction Hamiltonian simplifies to [70]

Ĥint = −~
[(
Gaâ

† +Gcĉ
†
)
b̂+ (G∗aâ+G∗c ĉ) b̂†

]
, (5.1)

where â (â†) and ĉ (ĉ†) are the creation (annihilation) operators of the optical probe field

photons, b̂ (b̂†) is the creation (annihilation) operator of the mechanical resonator phonons,

and we employ the rotating wave approximation. Here Ga = gaαa and Gc = gcαc are the

control- field assisted optomechanical coupling rates for modes a and c, set by the single

photon-phonon coupling rates ga,c, and the control field amplitudes |αa,c|2 = na,c. The

specific cavity geometry determines ga,c, which generally increases as the effective cavity

length decreases, whereas the control field amplitudes are set by their intracavity photon

numbers na,c, which are typically limited by nonlinear optical effects in the cavity. The

system can be described by a double-Λ energy diagram, as illustrated in Fig. 5.1(d), which

forms a closed loop under excitation from the two sets of control and probe fields.

In this DOMIT configuration, each of â, b̂, and ĉ oscillate in the rotating frame at the

same frequency. This allows relative phases between the various fields to be defined, despite

their typically vast frequency differences. The key property is that the phases of each of

the four fields forming the double-Λ loop affects the optical response [161, 162]. This is in
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contrast to a single-Λ system, whose optical response depends only on the intensity of the

control field. This behaviour is clearly elucidated by studying symmetric and antisymmetric

combinations of the cavity’s optical modes. These modes are referred to as the ‘mechanically

dark’
(
ζ̂dk = (Gcâ−Gaĉ)/(iG)

)
and ‘mechanically bright’

(
ζ̂br = (G∗aâ+G∗c ĉ)/(G)

)
modes,

as the dark mode can be entirely decoupled from the mechanical resonator while the bright

mode can be maximally coupled; here G =
√
|Ga|2 + |Gc|2.

These three modes are analogous to the modes of three coupled pendula, as shown in

Fig. 5.1(e), in which the outer two pendula move in opposite directions while the central

pendulum is stationary (dark mode); alternatively the three pendula move in the same

direction (bright mode). This basis, with analogies in atomic physics [153, 156], elegantly

reveals the importance of optical phase to the system’s behaviour. The classical amplitudes

of the bright and dark modes when both probe fields are resonant with their respective cavity

modes are (see Supplementary Information):

ζdk = 2√κexsin

κ
sin (φ/2) ,

ζbr = 2√κexsin

κ
(
1 + C

) cos (φ/2) , (5.2)

where κex and κ are the external coupling and total loss rates of the cavity modes respec-

tively, sin is the input amplitude of the two probe lasers, C = 4G2
/κγb is the two-mode

optomechanical cooperativity, and γb is the damping rate of the mechanical resonance. For

simplicity, we assume that κ, κex and sin are the same for each optical mode. In our ex-

perimental setup described below, φa is the phase difference between control and probe field

belonging to mode a and φc is the phase difference between control and probe field belong-

ing to mode c. The total phase difference is then φ = φa − φc. As each of the probe fields

are derived from their respective control field via electro-optic modulation, changes to the
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control field phases do not affect the system response because they will also shift the probe

phase by the same amount. Note that in principle the system could be operated with any

of the four control and probe phases used to determine the nature of the interference.
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Figure 5.2: (a,b) Cavity optical response to the probe signal for modes a and c respectively,

as a function of cavity-probe detuning δ∆, and the probe phase difference φ, as recorded by

the vector network analyzer from the photodetected heterodyne signal. The control fields

are at fixed detuning ∆a = ∆c = −ωb.

Equation (5.2) shows that adjusting φ to ±π e.g., by delaying one of the probes, allows

complete selective excitation of ζdk. In contrast, previous experimental studies of dark-

modes in wavelength conversion [151] only allow complete dark-mode excitation in the limit

C → ∞. When all DOMIT processes are resonant, this delay corresponds to a half period

of the mechanical resonator. Equation (5.2) also shows that full optical power transfer

to the dark mode is possible, while the bright mode has a reduced maximum amplitude

due to coherent optomechanical transfer of energy to the mechanical resonator. Optically

manipulating the system in this basis is central to optomechanical wavelength conversion free

from mechanical thermal decoherence effects [160, 163] when the optomechanical coupling

exceeds the thermal decoherence rate [79, 129, 151]. However, none of these previous single
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OMIT studies have completely isolated or selectively populated the mechanically dark mode.

Conceptually related studies demonstrating optomechanical control of interference between

two mechanical modes have not yet been used to interfere different colours of light.

To demonstrate DOMIT, we evanescently coupled control and probe fields via an op-

tical fiber taper waveguide into modes of a diamond microdisk device similar to that in

Fig. 5.1(a) and previous studies [35, 90]. Our modes have resonant wavelengths λa ∼ 1520

nm and λc ∼ 1560 nm and sufficiently low optical loss (κa/2π ∼ 0.87 GHz, κc/2π ∼ 1.20

GHz) to allow resolved sideband optomechanical coupling to the microdisk’s ωb/2π = 2.1

GHz fundamental mechanical radial breathing mode (dissipation rate γb/2π = 0.285 MHz).

Typical optical and mechanical mode spectroscopy measurements are described in the Sup-

plementary Information. The per-photon optomechanical coupling rates, ga = gc ∼ 2π × 25

kHz, allow optomechanical cooperativity > 1 and observation of OMIT when approximately

na,b > 5 × 105 control photons are coupled into either of the cavity modes [90]. Achiev-

ing this large photon number is possible in our microdisks due to diamond’s low nonlinear

absorption and excellent thermal properties. In all of our measurements presented below,

the input control fields are detuned from their respective cavity modes such that OMIT

conditions ∆a = ∆c = −ωb for each mode are satisfied. The deviation of the OMIT line

shape from a Lorentzian [88,89] can be attributed to the use of an amplitude modulator with

nonzero chirp in generating one of the probe lasers, and imperfect detuning of the control

fields, as studied in previous work [94]. Note that the microdisks support regularly spaced

modes spanning the IR and visible spectrum [35]; our modes are chosen due to the compati-

bility of their wavelengths with telecommunications equipment needed for the measurements

described below.

To excite ζdk and ζbr, OMIT spectra [90] for modes a and c were recorded for varying

relative phase φ between the two probe fields, as shown in Figs. 5.2(a,b). In these measure-

ments, φ is controlled by adjusting a delay between two radio frequency (RF) signals split

from the same signal generator, which are then used to create the probe fields through optical
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modulation of two independently running control lasers (see Methods and Supplementary

Information for details). Our setup is robust to phase drifts of either control laser, as dis-

cussed above. Each pair of probe and control fields is isolated by optical filtering and then

detected on a high-speed photodetector as a function of varying probe-cavity detuning δ∆.

Each probe amplitude is then measured by downmixing the heterodyne signal that it creates

through interference with its corresponding control field using a vector network analyzer.

At φ = 0, the deep OMIT window present in each probe output spectrum when δ∆ = 0

indicates excitation of ζbr, whereas, when φ = π, the response of the bare cavity, which is

broad compared to the OMIT window (κ� γb(1 + C)), is restored for all probe detunings,

indicating excitation of ζdk. The depth of the OMIT window as a function of the phase delay

is fit using solutions to Eq. (5.2) in the a and c basis (see Supplementary Information), and

is shown for δa,c
∆ = 0 in Figs. 5.2(a,b), where it is seen to agree well with theory.

5.2.3 Optomechanical Bright and Dark Mode Coupling

When OMIT resonance conditions for both modes are satisfied, i.e., ∆a = ∆c = −ωb and

δa
∆ = δc

∆ = 0, the ζbr and ζdk states are decoupled from each other. However, by incrementing

cavity-probe detuning of one mode by +δ∆, and decrementing cavity-probe detuning of the

other mode by −δ∆, we induce a bright-dark state coupling. This can also be accomplished

by shifting ∆a and ∆c in the same manner. Coupling between bright and dark states man-

ifests as a temporal oscillation in the intensity of the probe fields transmitted through the

cavity, allowing differences in their interaction with the dissipative mechanical resonator to

be observed directly.

Our measurement of both probe colours is plotted in Fig. 5.3(a), for the case that

2δ∆ = 3.37 MHz and φ = 0, after digitally down-mixing the total (probe and control)

photodetected signal from each colour recorded on a high-speed oscilloscope to remove fast

oscillations near ωb due to beating between probe and control fields. Each down-mixed signal

is proportional to the amplitude, equivalently, the square root of energy, of the intracavity
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field at its respective probe frequency. As the modulation depth is bounded above by the

dark-state transmission (bare cavity response), and bounded below by the bright-state trans-

mission (OMIT window depth), the oscillation amplitude follows the δ∆ dependence of the

OMIT features. This dependence is confirmed by measuring the dependence of oscillation

amplitude on increasing δ∆, as shown in Fig. 5.3(b), which matches well with theoretical

predictions (see Supplementary Information for details), giving estimates of C = 3.6 and

C = 4.2 from fits to ωa and ωc photodetected signals, respectively. This discrepancy in the

cooperativities is attributed to non-ideal modulation when creating each probe and imbal-

ance of the cooperativities of each mode.

We can also reconstruct the output of ζdk and ζbr by inferring a and c from the measured

phase and amplitude of the output probe fields in Fig. 5.3(a). This reconstruction requires

the additional step of accounting for a slight phase shift due to differing optical path lengths

at ωa and ωc caused by dispersion in the experimental setup, whose effect can be seen in

the inset of Fig. 5.3(a). This deleterious phase shift was corrected in post-processing while

determining ζbr and ζdk. An example of the reconstructed bright and dark mode intensity is

shown in Fig. 5.3(c), where flopping between the bright and dark state is evident. Notably, a

difference in maximum intensity of ζdk and ζbr is evident from their differing peak values. This

difference can be related to the energy dissipated by the bright state due to its interaction

with the mechanical resonance, and is found from Eq. (5.2) generalized for non-zero δ∆ (see

Supplementary Information) to scale as (1 +C/(1 + 4(δ∆/γb)2)−2. Additional measurements

of the intensity of a, c, ζbr, and ζdk as a function of δ∆ and time are plotted in Figs.

5.3(d–g), which clearly show how the oscillation period decreases with increasing δ∆, as

expected theoretically. The effect of mismatch in operating parameters between mode a

and c is calculated in the supplementary material, where the main effect of mismatch in

optomechanical coupling or probe amplitudes is to decrease the contrast of the interference,

whereas mismatch in frequency or optical decay rates leads to dissipative and dispersive

coupling between the bright and dark states.
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Figure 5.3: (a) Example of the oscillations in stored energy in mode a (blue trace) and mode
c (red trace) for 2δ∆ = 3.37 MHz, measured by downmixing the heterodyne signal at each
colour in the time domain to isolate each probe amplitude. Inset: highlight of the slight
time delay between the output of modes a and c caused by dispersion in the setup. (b)
Amplitude of the oscillations for mode a (blue) and mode c (red) as a function of δ∆, and
corresponding predictions from the model given in the text. (c) Normalized bright (purple)
and dark (green) state energy for 2δ∆ = 3.37 MHz, as inferred from the optical output of
modes a and c shown in (a). (d-g) Oscillations as a function of time and δ∆ of outputs from
modes a, c, ζbr, and ζdk respectively.

5.2.4 Two-Colour Switching

The phase-dependent response of this multicolour DOMIT system, together with our ability

to selectively excite ζdk or ζbr, can be harnessed to create a novel form of a phase-dependent

all-optical switch. In this device the output intensity of one probe is dependent on the phase

of the other probe, and follows the truth table of an XOR gate with probe field phases of 0
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and π mapping onto Boolean values 0 and 1. The maximum contrast achievable is determined

by the maximum OMIT dip depth, and is given by C
2
/(1 + C)2. This indicates that, in

principle, the contrast can be made to approach unity for systems with large cooperativity.
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Figure 5.4: (a,b) Phases of the input probe fields vs. time which cause probe c to switch the
response of probe a off and on, respectively. (c,d) Photodetected cavity output of probe a
when the input phase of probe c is switched temporally as shown in (a) and (b). The rapid
oscillations are caused by beating between the control and probe, and the envelope reveals
the action of the switch. (e,f) Envelope extracted from the peak values of the data in (c,d)
and fit with exponentially falling and rising functions, respectively.

This switching action can be inferred from Figs. 5.2(a,b), and directly observed in the time

domain by varying the phase φc of the mode c probe following a temporal step function, while

maintaining constant phase φa of the mode a probe, as sketched in Fig. 5.4(a) for switching

off and Fig. 5.4(b) for switching on. Experimental time domain data showing the resulting

change in probe a transmission is shown in Figs. 5.4(c,d). As mentioned above, the relative

phase φ = φa − φc is controlled by introducing an electrical phase delay in the RF signal

driving the electro-optic modulator responsible for creating the mode c probe (see Methods
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and Supplemental Information for details). The rapid oscillations are due to beating between

the probe and control laser, whereas the oscillation envelope is proportional to the amplitude

of the transmitted probe. From this upper envelope, shown in Figs. 5.4(e,f), we can measure

the switch response speeds: fits with an exponential function yield fall and rise times of

0.73 µs and 0.88 µs respectively. Assuming that κa,c � γb, the switching speed can be

shown to be τ−1 = γb(1 +C), which approaches zero for sufficiently large C. This switching

speed implies C = 2.96 and C = 3.89 respectively, for the fall and rise times illustrated in

Figs. 5.4(c,d), consistent with expectations for the control field amplitudes. The observed

differences in the fall and rise times are presumed to be due to differences in intracavity

control field amplitudes during the respective measurements.

5.2.5 Discussion

In summary, we demonstrate coherent interference between spectrally-separated optical

modes mediated by optomechanical coupling. By adjusting the phase between different

colour probe fields entering the cavity, we selectively excite either a mechanically bright or

a mechanically dark mode, and demonstrate controllable coupling between the two modes.

Notably, we exploit difference between bright- and dark-state transmission to demonstrate a

novel two-colour, all-optical switch, where the control and target are at different wavelengths.

Our system has great potential for applications to quantum information processing where

interference between frequency binned qubits is desirable [142], such as frequency-domain

Hong-Ou-Mandel interference [148,149], chromatic and time-domain interferometry [141,150,

164], and microwave-to-optical conversion via the optomechanical dark mode [115]. As the

diamond devices studied here have high-quality optical modes in the visible spectrum [35],

interference between telecommunication wavelength light and light resonant with quantum

emission from diamond nitrogen vacancy (637 nm) and silicon vacancy (736 nm) colour

centres will be feasible in future studies, providing a path towards linking quantum network-

ing components. Furthermore, as detailed in the supplementary information, our technique
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could be extended to many optical modes whose operating wavelengths are only limited by

the transparency of the diamond and the existence of high-Q modes; thus, our technique

could lead to many-colour interference processes. Finally, we note that this interference is

quite general and could be utilized for non-optical inputs such as magnetic or electric fields,

provided they couple to the mechanical degree of freedom. Future experiments operating in

the quantum domain will benefit from cryogenic pre-cooling of the device to its mechanical

quantum ground state, which is achievable at dilution fridge temperatures for the > 2 GHz

frequency mechanical mode measured in this article.

5.3 Methods

The device used for all experiments in this work is a ∼ 5µm microdisk resonator fabricated

from single crystal diamond using the process outlined in [37, 137]. A full schematic of the

experimental apparatus used in the experiments is given in the SI. In all of the measurements

light was coupled evanescently into and out of the microdisk using a dimpled optical fiber

taper positioned using motorized stages, as discussed in [35,90].

To measure the optomechanically induced transparency (OMIT) spectra of each mi-

crodisk mode, sidebands were created on each respective control laser for use as probe fields,

using either phase, φ(t), or amplitude, A(t), electro-optic modulators. For the data in Fig. 5.2

of the main text, the electrical RF drive for each modulator was derived from the same vec-

tor network analyzer (VNA), with one path undergoing a controllable phase shift relative to

the other. This controllable phase shift was achieved by placing an electronic phase shifter

before one of the electro–optic modulators (EOMs). Because the phase shifter transmission

varied as a function of phase, a variable electrical attenuator was calibrated and used to

maintain balance between the probe laser powers at every step in phase, by controlling the

RF modulation amplitude. An optical variable attenuator (VA) was used on the 1560 nm

laser arm to attempt to balance the input power of each laser before they were combined via
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a 50/50 waveguide coupler, and amplified with an erbium doped amplifier (EDFA) before

being routed to the sample chamber (a nitrogen purged enclosure) and device. The other

output of the 50/50 coupler was used to perform slow laser wavelength locking via a pho-

todetector (PD) and optical spectrum analyzer (OSA) connected to the control computer.

The signal exiting the sample chamber was then divided on a 90/10 waveguide coupler. The

10% port was routed to a low speed PD for use in measuring the cavity transmission during

the initial setup, and the 90% port was sent to the wavelength division multiplexer (WDM).

By connecting the WDM to a high-speed photodetector, the output of either mode a or c

could be selected.

For the bright–dark mode coupling experiment (Fig. 5.3 in the main text) and the time do-

main switch (Fig. 5.4 in the main text), a two–channel arbitrary waveform generator (AWG)

was used as the RF source, with one channel assigned to each modulator. Acquisition was

performed using a digital spectrum analyzer (DSA), which was triggered by the AWG. To

isolate the beat note between the probe field of one mode and the converted probe from the

other mode the signal acquired on the DSA was digitally downmixed post–acquisition.

5.3.1 Experiment Setup and Calibration

The optomechanical cavity utilized in this work is a single–crystal diamond (SCD) microdisk,

fabricated according to the process outlined in Refs. [37,137], an example of which is shown

in Fig. 5.5(a). An advantage of microdisk cavities is that they support multiple optical

whispering gallery modes across their transparency window, all of which exhibit dispersive

optomechanical coupling to the fundamental radial breathing mode (RBM) of the microdisk

[90], as illustrated schematically in Fig. 5.5(b). Diamond’s large electronic bandgap, Young’s

modulus, and best-in-class thermal conductivity make it an ideal material for use in cavity

optomechanics as it can support large intracavity photon number N , and high optical and
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mechanical quality factors. Additionally, colour center qubits present in diamond, such as

silicon and nitrogen vacancies, make it a promising platform for realizing hybrid quantum

systems [117].
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Figure 5.5: (a) Scanning electron micrograph of a diamond microdisk similar to the one

used in this work. (b) Cartoon of a canonical multimode optomechanical system. Here

mode b, represented as a spring, is dispersively coupled to both optical modes a and c. (c)

Cartoon of fiber taper–microdisk coupling. (d) Normalized fiber taper transmission scan

of mode a used in this experiment, with fit. (e) Power spectral density of the fiber taper

transmission when the input laser is tuned near a cavity mode, revealing fluctuations from

thermomechanical motion of the cavity’s mechanical radial breathing mode, b. A COMSOL

simulated displacement field profile of the radial breathing mode is shown in the inset. (f)

Normalized fiber taper transmission scan of optical mode c, with fit.

Light from two tuneable diode lasers was coupled into and out of the microdisk using a

dimpled optical fiber taper positioned adjacent to the microdisk as illustrated in the cartoon

in Fig. 5.5(c). The spatial overlap of the evanescent field of the fiber and the optical modes

of the microdisk permit efficient coupling, allowing measurement of cavity modes in trans-

mission and reflection. Two telecommunications wavelength modes at λa = 2πc/ωa = 1520

nm and λc = 2πc/ωc = 1560 nm were selected for this work, as they were in the operat-
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ing range of the available lasers (Newport TLB-6700) and optical amplifier (Pritel EDFA).

However, this could be extended to visible wavelengths, where these devices have demon-

strated high quality optical modes [35]. The optical modes are each dispersively coupled to

the microdisk’s fundamental mechanical radial breathing mode (RBM) whose frequency is

ωb/2π = 2.1 GHz, with vacuum optomechanical coupling rates, g0,a, g0,c ∼ 2π×25 kHz. Mea-

surements of the fiber taper optical transmission spectrum for wavelengths scanned across

modes a and c are shown on Figs. 5.5(d,f), and the power spectral density of the fluctuations

imparted on photodetected output due to thermally driven mechanical motion of the RBM

when the input laser is tuned close to resonance with an optical mode [165–167] is shown on

Fig. 5.5(e). Note that both optical modes are standing wave doublets due to surface rough-

ness induced coupling between the clockwise and counterclockwise propagating whispering

gallery modes of the microdisks [168]. For all of the measurements presented here the long

wavelength doublet mode was used, and the lower wavelength doublet mode was assumed to

not influence the observed phenomena. This device operates in the sideband resolved regime,

ωb � κa, κc, where κa/2π ∼ 0.87 GHz, and κc/2π ∼ 1.20 GHz are the energy decay rates of

the optical modes. A previous study [37] found that the optical quality factor, Q = ω/κ, of

this device is likely still limited by surface roughness induced by the fabrication procedure.
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Figure 5.6: (a) Setup used in the experiments. The Vector Analyzer (VNA) acted as the RF

source for modulators on each path. The resulting signal was spectrally filtered to isolate

for the mode of interest. Key: OSA (Optical spectrum analyzer), BS (Beam splitter), VA

(Variable attenuator), BS (Beam splitter), EDFA (Erbium doped fiber amplifier), WDM

(Wavelength division multiplexer), PD (Photodetector). (b) Parts and equipment used in

the experiment.

Figure 5.6 shows a schematic representation of the experimental setup used for the above

measurements and those shown in the main text. Additional information can be found in

the methods section of the main text.

5.3.2 Electro–Optic Modulation and Probe Measurement Model

The results demonstrated here require strong control fields and weak probe fields, which were

generated through EOM modulation of the control fields. Due to the available equipment,

a phase EOM was used for the mode near ωa and an amplitude EOM for the mode near ωc.

This leads to differences in the probe transduction as measured on the high speed PD.
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(a) (b) (c)

Figure 5.7: (a) Frequency components of pure amplitude modulation in a frame rotating at

the carrier frequency. The two sidebands are placed at ±ωm, where ωm is the frequency of

modulation. Here the modulation is in a direction parallel to the carrier tone. (b) Frequency

components of a pure phase modulation. Unlike the case of amplitude modulation, the

modulation occurs in a direction perpendicular to the carrier tone. (c) Illustration of the

expected reflected and transmitted signals for the case of a red detuned pump laser modulated

such that one sideband is near resonance with the cavity.

For weak modulation (β � 1, where β is the index of modulation), we can assume the

output of the EOM has three distinct frequency components at ω, ω ± ωm, where ω is the

frequency of the carrier tone and ωm is the frequency of modulation. For convenience we

will work in a frame rotating with the carrier at ω. The type of modulation can be inferred

from the sum of the sideband components in the imaginary plane. For pure amplitude

modulation they will oscillate parallel to the carrier with frequency ωm, whereas for pure

phase modulation they will oscillate perpendicular to the carrier as illustrated in Fig. 5.7(a,b).

We note that since we are working in the rotating frame, we can choose the phase of the

carrier out of convenience, as only the relative phase between the sidebands and the carrier

tone influences the result.
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In practice, the construction of amplitude EOMs is often such that the chirp is non-zero,

which results in non-zero phase modulation of the outgoing field. With this in mind, we can

write the transmission of the modulated field through the cavity as |αout〉 = t |αin〉, where

t = diag{t+, t0, t−}, |αin〉 = α0
in

(
β
2 e
−iωmt, eiθ, β2 e

iωmt

)T
. (5.3)

In the previous expression, t+, t0, t− are the transmission coefficients at the upper sideband,

carrier frequency, and lower sideband, respectively. The angle between the sidebands and

the carrier is θ, where θ = nπ for a pure amplitude modulator and θ = π/2± nπ for a pure

phase modulator, where n is an integer.

The frequency components of the field transmitted through the cavity can be projected

using the matrices

P+ =


0 1 0

0 0 1

0 0 0

 , P0 =


1 0 0

0 1 0

0 0 1

 , P− =


0 0 0

1 0 0

0 1 0

 . (5.4)

Using the above expressions, we can write the signal measured on the PD up to a constant

as S = S0 + S1 + S2, where

S0 = 〈αout|P0 |αout〉 , (5.5)

S1 cos(ωmt+ φ1) = 〈αout|P+ |αout〉+ 〈αout|P− |αout〉 , (5.6)

S2 cos(2ωmt+ φ2) = 〈αout|P 2
+ |αout〉+ 〈αout|P 2

− |αout〉 . (5.7)

By electronic filtering we isolate the O(ωm) component of the signal, where

S1 = β
∣∣∣t∗0t+e−iθ + t0t

∗
−e

iθ
∣∣∣ . (5.8)
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To find the expected signal we use θ = 0.6093[Rad], as measured directly from the OMIT

spectra, and an agreement with the manufacturer’s specifications. In this work the control

laser is red detuned from a sideband-resolved cavity, as illustrated in Fig. 5.7(c). In this

case the lower sideband passes un–attenuated (t− = 1, r− = 0), and the control laser is

approximately real t0 ≈ t∗0. In this case, to first order in modulation angle, the expected

signal is

S1 ≈ βt0
√

(r+ − 1− cos(2θ))2 + sin2(2θ), (5.9)

where we have used the fact that t+ + r+ = 1. Using the chirp parameter [169] specified

by the manufacturer for the amplitude EOM we calculate θ = 0.6093 [rad]. This value also

agrees well to direct fits to the OMIT lineshapes.

In the case of pure phase modulation (θ = π/2± nπ) this simply reduces to

S1 ≈ βt0|r+|. (5.10)

5.3.3 Data Analysis

In order to examine the bright and dark state coupling as shown in Fig. 5.3 in the main text,

time-domain data was directly acquired on the DSA. For this dataset we digitally down

mixed by the carrier frequency ωb, which allowed us to extract both the amplitude of the

signal, and the phase relative to the carrier signal for modes a and c. Due to chirp in the

amplitude modulator, dispersion in the fiber, and difference in the optical path length of the

two output arms of the WDM, a delay between the mode outputs was observed. To correct

for this we fit the oscillating output of each mode to a sinusoidal function, and subtract the

phase difference. Using this we are able to reconstruct the output of the dark and bright

states.
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5.3.4 Double Optomechanically Induced Transparency

In this work, two optical modes a and c exhibit dispersive optomechanical coupling to the

mechanical mode b. We denote the frequencies of these modes as ωa, ωc, and ωb, respectively,

and the vacuum optomechanical coupling rates as ga, and gc. This is modelled by the

Hamiltonian Ĥ = Ĥ0 + Ĥint, where Ĥ0 describes the internal dynamics of each mode and

Ĥint is the interaction Hamiltonian

Ĥ0 = ~ωaâ
†â+ ~ωbb̂

†b̂+ ~ωcĉ
†ĉ,

Ĥint = −~gaâ
†â
(
b̂+ b̂†

)
− ~gcĉ

†ĉ
(
b̂+ b̂†

)
. (5.11)

We describe the coupling between the optical modes and a waveguide using input-output

theory

˙̂a = i
~
[
Ĥ, â

]
− κa

2 â+
√
κex

a âin,

˙̂c = i
~
[
Ĥ, ĉ

]
− κc

2 ĉ+
√
κex

c ĉin, (5.12)

where âin and ĉin are the input field operators for each optical mode, and κa, κc and κex
a , κex

c

are the total energy decay and waveguide–cavity coupling rates of mode a and c, respectively.

Note that in this work the cavity is double-sided and consequently the cavity–waveguide

coupling rate in each direction is κex/2.

For all scenarios described in this work control lasers were red-detuned from the cavity

modes whereas probe lasers were tuned near resonance. Although the modulators create

multiple sidebands, the spectral selectivity of the cavity is such that only one sideband will

contribute to the physics of the problem. This allows us to linearize about the control fields

using the substitutions â→ αa+â, and ĉ→ αc+ĉ, where αa, αc are the classical control fields

amplitudes, and â, ĉ now represent the cavity fluctuations near the probe frequencies. We

also use similar substitutions for the input field amplitudes, such that âin and ĉin are the input
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probe field operators. Neglecting small order terms, and accounting for a static mechanical

shift induced by constant radiation pressure, our interaction Hamiltonian becomes

Ĥint = −~ga
(
αaâ

† + α∗aâ
) (
b̂+ b̂†

)
− ~gc

(
αcĉ
† + α∗c ĉ

) (
b̂+ b̂†

)
. (5.13)

We consider the case where the control lasers are red–detuned, with the probe fields on

resonance such that ∆ctrl
i = ωctrl

i −ωi = −ωb, and ωprobe
i −ωctrl

i = ωb, where i = {a,c}. In this

case, selecting only the resonant terms under the rotating wave approximation, the above

expression simplifies to

Ĥint = −~
(
Gaâ

†b̂+G∗aâb̂
† +Gcĉ

†b̂+G∗c ĉb̂
†
)
, (5.14)

where Ga = αaga and Gc = αcgc. Transforming into frequency space, in a frame rotating

with the control lasers, and making use of Eqs. 5.12 and 5.14 we may solve for the mode

operators using the set of coupled linear equations


χ−1

a (ω) − iGa 0

− iG∗a χ−1
b (ω) − iG∗c

0 − iGc χ−1
c (ω)




â

b̂

ĉ

 =


√
κex

a âin

√
γbb̂in

√
κex

c ĉin

 . (5.15)

In the above we have written the cavity susceptibilities as χ−1
a (ω) = κa/2 − i(∆a + ω),

and χ−1
c (ω) = κc/2− i(∆c +ω), where, for notational cleanliness we have defined ∆a = ∆ctrl

a ,

and ∆c = ∆ctrl
c . We also define the mechanical susceptibility as χ−1

b (ω) = γb/2− i(−ωb +ω),

including a mechanical input field, b̂in, which can be used to model thermal contact with the

environment.

150



From here the solutions become tractable if we make a change of basis to symmetric and

antisymmetric combinations of the a and c modes which we refer to as the mechanically

dark, ζdk, and bright, ζbr, modes [151]

ζ̂dk = Gcâ−Gaĉ

iG
, (5.16)

ζ̂br = G∗aâ+G∗c ĉ

G
, (5.17)

where

G =
√
|Ga|2 + |Gc|2. (5.18)

Assuming κ1 = κ2 = κ, and ∆a = ∆c = ∆, we arrive at de–coupled equations of motion,

which have the solutions

ζ̂dk = 1
κ/2− i(∆ + ω)

(√
κex

a Gcâin −
√
κex

c Gaĉin

iG

)
, (5.19)

b̂ = 1
γb/2− i(−ωb + ω)

(√
γbb̂in + iGζ̂br

)
, (5.20)

ζ̂br = 1
κ/2− i(∆ + ω) + G

2

γb/2−i(−ωb+ω)

√κex
a G

∗
aâin +√κex

c G
∗
c ĉin

G
+

iG√γbb̂in

γb/2− i(−ωb + ω)

 .
(5.21)

To easily access the physics of the system we take Ga = Gc = G, and κex
a = κex

c = κex to

simplify these expressions. We also ignore any input mechanical drive by setting b̂in → 0.

Finally, we assume classical probe fields of equal amplitude, sin, and drive each modulator

at the same frequency with phase difference φ by making the substitutions âin → sine
iφ/2

and ĉin → sine
−iφ/2. This results in the expressions,

ζdk =
√

2κex sin(φ/2)sin

κ/2− i(∆ + ω) , (5.22)

ζbr =
√

2κex cos(φ/2)sin

κ/2− i(∆ + ω) + 2G2

γb/2−i(−ωb+ω)
. (5.23)
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5.3.5 Effect of Mismatched Parameters

In the above expressions, we developed a model assuming idealized parameters. This resulted

in mechanically bright and mechanically dark states which were decoupled from each other,

and which could be isolated by adjusting the phase of the probe lasers. However, in any

physical implementation of DOMIT, there will be mismatch between various parameters. In

the following sections we study the effect of these mismatched parameters one by one.

Mismatched Probe Amplitudes

Suppose that all parameters are matched according to the set of assumptions the led to

Eqs. 5.22 and 5.23. We can include the effect of probe mismatch by instead making the

substitutions âin → (sin + δs) eiφ/2 and ĉin → (sin − δs) e−iφ/2, where sin is the average probe

power, and 2δs is the difference in the probe powers. Proceeding as before, we find,

ζdk =
√

2κex (sin(φ/2)sin − i cos(φ/2)δs)
κ/2− i(∆ + ω) , (5.24)

ζbr =
√

2κex (cos(φ/2)sin − i sin(φ/2)δs)
κ/2− i(∆ + ω) + 2G2

γb/2−i(−ωb+ω)
.. (5.25)

From the above expression, one can see that for δs 6= 0 no choice of φ will enable complete

isolation of the dark or bright state. This is further elucidated by calculating the dependence

of the mode energy on φ and δs for constant input probe power,

|ζdk|2 ∝
(|sin|2 − |δs|2) sin2(φ/2) + |δs|2

|sin|2 + |δs|2
, (5.26)

|ζbr|2 ∝
(|sin|2 − |δs|2) cos2(φ/2) + |δs|2

|sin|2 + |δs|2
. (5.27)
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Figure 5.8: Effect of imbalance in the probe powers, or optomechanical coupling rates. As
the mismatch is increased, the dark and bright state can no longer be isolated.

Mismatched Optomechanical Coupling

The effect of mismatch in the optomechanical coupling will have similar effects to mismatch

in the probe amplitudes. This can be included by making the substitutions Ga → G + δG

and Gc → G − δG, where G is the average optomechanical coupling rate, and 2δG is the

difference in optomechanical coupling rates. With these substitutions, the amplitudes of the

mechanically bright and mechanically dark state are,

ζdk =
√

2κexsin

κ/2− i(∆ + ω)

(
G sin(φ/2) + iδG cos(φ/2)

G

)
, (5.28)

ζbr =
√

2κexsin

κ/2− i(∆ + ω) + 2G2

γb/2−i(−ωb+ω)

(
G cos(φ/2)sin + iδG sin(φ/2)

G

)
, (5.29)

where G =
√
G2 + δ2

G in this case. Calculating the mode amplitudes, we find,

|ζdk|2 ∝
(|G|2 − |δG|2) sin2(φ/2) + |δG|2

|G|2
, (5.30)

|ζbr|2 ∝
(|G|2 − |δG|2) cos2(φ/2) + |δG|2

|G|2
. (5.31)
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Mismatched Frequency and Damping

Up until this point, we have found no direct coupling between the bright and dark mode.

However, by detuning either our probe or pump lasers in equal and opposite directions,

we can induce a coupling between these two modes. Furthermore, as we shall show, a

mismatching the damping rates of the optical modes will also lead to a coupling. To see

this, we make the substitutions ∆a → ∆ + δ∆, ∆c → ∆− δ∆, κa → κ+ δκ, and κc → κ− δκ.

To clarify matters, we assume that the input mechanical is negligible (b̂in → 0), and set

Ga = Gc = G, and κ1 = κ2 = κ in Eqn. (4), which gives

χ−1(ω)ζ̂dk =
√
κex

a âin −
√
κex

c ĉin√
2 i

+
(
δ∆ + i

δκ
2

)
ζ̂br, (5.32)

χ−1(ω)ζ̂br =
√
κex

a âin +√κex
c ĉin√

2
+ iGb̂+

(
δ∆ + i

δκ
2

)
ζ̂dk. (5.33)

where χ−1(ω) = κ/2−i(∆+ω). From these expressions we see that there is coupling between

bright and dark mode. For differences in frequency we have dispersive coupling, at a rate

δ∆, whereas for differences in damping, we have dissipative coupling at a rate δκ/2.

5.3.6 Dark-Bright Mode Coupling

In this section, we consider dissipative coupling due to detuning either our probe or pump

lasers in equal and opposite directions. To describe this coupling in the time domain we

first consider the intermodal coupling for the case δ∆ = 0, as illustrated in Fig. 5.9(a). Here,

depending on the relative phase of the probe lasers, we arrive at a superposition of ζbr

and ζdk which is constant in time. In order for this process to remain stationary, we require

interference to be between oscillations of the same frequency. From this, we can infer that by

shifting the probe-cavity detuning by an amount δ∆, we cause interference to occur between

differing frequencies, leading to beating between modes as illustrated in Fig. 5.9(b).
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Figure 5.9: (a) Intermodal coupling for the case of stationary DOMIT. Direction of propaga-
tion is left to right. (b) Effect of frequency shifting the control-probe detunings in opposite
directions. Unlike the stationary case, we will observe a beating between all modes of the
system.

To solve this, we divide each of modes into two frequency components at ±δ∆ of our

original frequency terms as illustrated in Fig. 5.6(b). Considering first the dark state in the

time domain, and choosing to set φ = 0 for convenience, we find

ζdk(t) = ζ
(+)
dk + ζ

(−)
dk = e− i(ωb+δ∆)t

κ/2− i(∆ + ωb + δ∆)

√
κex

2
sin

i + e− i(ωb−δ∆)t

κ/2− i(∆ + ωb − δ∆)

√
κex

2
sin

i .

(5.34)

In a similar manner, we find that the bright state may be written as

ζbr(t) = ζ
(+)
br + ζ

(−)
br

= e− i(ωb+δ∆)t

κ/2− i(∆ + ωb + δ∆) + |G|2
γb/2−i(−ωb+ωb+δ∆)

√
κex

2 sin

− e− i(ωb−δ∆)t

κ/2− i(∆ + ωb − δ∆) + |G|2
γb/2−i(−ωb+ωb−δ∆)

√
κex

2 sin. (5.35)

Setting ∆ = −ωb, and assuming δ � κ, we find

ζdk(t) =2√κex sin(δ∆t)e− iωbtsin

κ
, (5.36)

ζbr(t) =2√κex cos(δ∆t)e− iωbtsin

κ(1 + C
1+4(δ∆/γb)2 )

. (5.37)
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This gives us the output fields as

a(t) = e− iωbt

√
2

(i sin(δ∆t)ζdk(0) + cos(δ∆t)ζbr(0)) , (5.38)

c(t) = e− iωbt

√
2

(− i sin(δ∆t)ζdk(0) + cos(δ∆t)ζbr(0)) . (5.39)

We note that near resonance, the amplitudes ζdk and ζbr approach those calculated for steady

state. For cases where we detuned away from the DOMIT transparency (δ � γb), or for

small cooperativities, the amplitudes of the dark and light state approach each other, and

the visibility of oscillations goes to zero. Explicitly, the resonance contrast of the oscillations

is found to be

V (δ) = 1−

√√√√ γ2
b + 4δ2

∆
γ2

b(1 + C)2 + 4δ2
∆
. (5.40)

5.3.7 Switching

Although we previously found solutions in the frequency domain, it is instructive to recon-

sider the equations of motion in the time domain

˙̂a = (i ∆a − κa/2) â+ iGab̂+
√
κex

a âin, (5.41)
˙̂
b = (− iωb − γb/2) b̂+ iG∗aâ+ iG∗c ĉ+√γbb̂in, (5.42)

˙̂c = (i ∆c − κc/2) ĉ+ iGcb̂+
√
κex

c ĉin. (5.43)

For the devices used in our experiment, the decay rate of our optics is much faster than

our mechanics (κa, κc � γ). With this in mind we can use adiabatic elimination, and set
˙̂a = 0, ˙̂c = 0, and solve for the mechanics as

˙̂
b =

(
− iωb − γb/2 + |Ga|2

i ∆a − κa/2
+ |Gc|2

i ∆c − κc/2

)
b̂− iG∗a

√
κex

a âin

i ∆a − κa/2
− iG∗c

√
κex

c ĉin

i ∆c − κc/2
+√γbb̂in.

(5.44)
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Using this expression we find that for ∆a = ∆c = 0, as in the experiment

˙̂
b = −

(
iωb + τ−1

)
b̂+ 2 iGa

√
κex

a âin

κa
+ 2 iGc

√
κex

c ĉin

κc
+√γbb̂in. (5.45)

This gives the switching speed as τ−1 = γb
2 (1 + Ca + Cc), where Cj = 4G2

j /κjγb is the

optomechanical cooperativity and j = {a, c}.

Assuming travelling wave singlet modes, the transmission amplitudes through the switch

are

tbr = 2κex

κ

1
1 + C

− 1, (5.46)

tdk = 2κex

κ
− 1. (5.47)

5.4 N-Mode Solution

5.4.1 Mechanically Bright and Dark States

The interference between probe fields in two optical modes can in principle be extended

to any number of optical modes. Suppose we have a system where N optical modes are

dissipatively coupled to a single mechanical mode. We label the creation and annihilation

operators associated with these optical modes as â†n, ân where our index runs from zero to

N − 1 and the mechanical mode creation and annihilation operators as is b̂†, b̂. We assume

red detuned pumps, and that the system is sideband resolved. Our interaction Hamiltonian

is:

Ĥint = −~
N−1∑
n=0

(
Gnâ

†
nb̂+G∗nânb̂

†
)
. (5.48)
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Using the same set of assumptions as the DOMIT section above, we can use Eq. 5.48 and

the input-output formalism to write a set of N + 1 coupled equations,

˙̂an =
(
i∆n −

κn
2

)
ân + iGnb̂+

√
κex
n â

in
n , (5.49)

˙̂
b =

(
−iωb −

Γb
2

)
b̂+ i

N−1∑
n=0

G∗nân +√γbb̂in, (5.50)

where we have indexed the decay rates for each mode to account for the possibility of

mismatched decay rates.

This set of equations may be solved in a similar manner to DOMIT: we seek a new basis,

where one mode is maximally coupled to the mechanics. To do so, we assume κn = κ,

∆n = ∆, and Gn = G. Inspection of Eq. 5.48, reveals that the mechanics couples to the

summation of all optical modes. Designating this as our mechanically bright mode, it then

remains to construct a set of N − 1 orthogonal modes. This may be achieved by applying a

discrete Fourier transform to the optical modes,

ζ̂m = 1√
N

N−1∑
n=0

âne
− 2πi

N
nm. (5.51)

Here ζ0 is the mechanically bright mode, and all others are mechanically dark modes. The

optical input to the cavity is defined in the same manner,

ζ̂ in
m = 1√

N

N−1∑
n=0

âin
n e
− 2πi

N
nm. (5.52)

In this basis, our equations take on the simpler form,

˙̂
ζ0 =

(
i∆− κ

2

)
ζ̂0 + iGb̂+

√
κexζ̂ in

0 , (5.53)

˙̂
b =

(
−iωb −

γb
2

)
b̂+ iGζ̂0 +√γbb̂in (5.54)

˙̂
ζm =

(
i∆− κ

2

)
ζ̂m +

√
κexζ̂ in

m. (5.55)
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Where in the above the m index in the ζm equations runs from 1 to N , and G =
√
NG.

These equations can be solved by transforming into frequency space,

ζ̂0(ω) = 1
κ/2− i(ω + ∆) + N |G|2

γb/2−i(ω−ωb)

√κexζ̂ in
0 +

i
√
γbGb̂

in

γb/2− i(ω − ωb)

 , (5.56)

b̂(ω) = 1
γ/2− i(ω − ωb) + N |G|2

κ/2−i(ω+∆)

√γbb̂
in + i

√
κexGζ̂ in

0
κ/2− i(ω + ∆)

 , (5.57)

ζm(ω) =
√
κexζ̂ in

m

κ/2− i(ω + ∆) . (5.58)

To gain insight into these expressions, we consider the on resonance (∆ = −ωb, ω = ωb).

This yields the expressions

ζ̂0(ω) = 2/κ
1 + C

√κexζ̂ in
0 + i2Gb̂in

√
γb

 , (5.59)

b̂(ω) = 2/γ
1 + C

(
√
γb

ˆ̂
bin + i2Gζ in

0

κ/
√
κex

)
, (5.60)

ζm(ω) = 2
√
κex/κζ̂ in

m. (5.61)

From these expressions it can be seen that optomechanical coupling is only present between

the mechanics and the mechanically bright mode. All other optical modes will see a bare

cavity response. Initially, as the optomechanical coupling is increased, the degree of exchange

between the bright mode and the mechanics will also increase. This situation has some

resemblance to an add-drop filter. For very large cooperativities, both the mechanics and

the bright mode will suppressed, and the system acts as notch filter for these modes.

Interestingly, this general case subsumes many well studied optomechanical effects. For

example, in the case of a single optical mode, only the bright state can exist. In this case

the filtering effect describes OMIT, where the occupation of the optical cavity is suppressed.

In the case of two optical modes, as discussed previously in this paper, both a mechanically

bright and a dark mode may exist. In this case, selection of the mechanically dark mode can
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lead to coupling between different colours of input light, while avoiding decoherence due to

the mechanics. The analysis here indicates that for larger dimensions, there will always exist

N − 1 such mechanically dark modes, which can avoid decoherence from the mechanics.

5.4.2 Outputs

Here we will calculate the output in the more physical basis of the individual optical modes. If

we assume that bin can be neglected, we can write out solutions in the simple form ζ0 = η0ζ
in
0

for m = 0, and ζm = η1ζ
in
m otherwise. Next we would like to return to our original basis

in order to calculate the transmission at the physical ports. To do this, we use the inverse

discrete Fourier transform, defined as

ân = 1√
N

N−1∑
m=0

ζ̂me
2πi
N
nm. (5.62)

Placing our solutions into this expression we find

an = η0√
N
ζ in

0 + η1√
N

N−1∑
m=1

ζ in
me

2πi
N
nm

=η0

N

N−1∑
n′=0

ainn′ + η1

N

N−1∑
m=1

N−1∑
n′=0

ain
n′e

−2πi
N

m(n′−n)

=η0 − η1

N

N−1∑
n′=0

ainn′ + η1

N

N−1∑
n′=0

(
N−1∑
m=0

e
−2πi
N

m(n′−n)
)
ain
n′

=η0 − η1

N

N−1∑
n′=0

ainn′ + η1

N

N−1∑
n′=0

Nδn′na
in
n′

=η0 − η1

N

N−1∑
n′=0

ainn′ + η1an. (5.63)
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If we take the on-resonance case, η0 = 2
√
κex

κ
and η1 = 2

√
κex

κ
1

1+C where C = NC = 4N |G|2
κΓb

.

This allows us to write,

an =2
√
κex

κ

(
ain
n −

C

N(1 + C)

N−1∑
n′=0

ain
n′

)
, (5.64)

aout
n =

(
1− 2κex

κ
ain
n

)
+ 2κex

κ

C

N(1 + C)

N−1∑
n′=0

ain
n′ . (5.65)

For the case of critical coupling, and large cooperativity,

aout
n = −ain

n + 2
N

N−1∑
n′=0

ain
n′ . (5.66)

This can be cast in matrix form as,



aout
0

aout
1
...

aout
N−1


= 1
N



2−N 2 · · · 2

2 2−N · · · 2
... ... . . . ...

2 2 · · · 2−N





ain
0

ain
1
...

ain
N−1


. (5.67)

This indicates that complete conversion from one colour to another is only possible for the

case N = 2.
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Chapter 6

Multimode Optomechanics: II

6.1 Introduction: Processing Light stored

in an Optomechanical Memory

The setting for this work is also a multimode optomechanical system. This system allows for

novel and useful physical interactions. In this work we demonstrate that when this system

is operated as an optomechanical memory, the storage time may be enhanced as compared

to single-mode optomechanical systems. Furthermore, we demonstrate that the phase of the

stored pulse may be controlled during pulse storage.

D.P. Lake and M.Mitchell fabricated the device, performed the experiments, and ana-

lyzed the data. D.P. Lake developed the theory and all authors contributed to writing the

manuscript.

162



6.2 Processing Light Stored

in an Optomechanical Memory

(b)

(a)

(c) (d)
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Figure 6.1: (a) Annotated scanning electron micrograph of the diamond microdisk optome-
chanical cavity. A tapered optical fiber is utilized to couple two colors of light to the mi-
crodisk which in turn is coupled to mechanical vibrations of the radial breathing mode of
the microdisk. (b) Schematic of the system under study where the mechanical mode b is
coupled to the environment (red bath), a reservoir, r, and optical mode a, at the indicated
rates. While coupling of the mechanical mode to the surrounding environment is an intrinsic
property of the device and environment, the coupling to r may be manipulated through the
use of a control laser. (c) Density of states picture showing the detuning of the control and
probe laser fields for mode a (green) and mode r (blue).

All real-world systems exhibit dissipation due to their coupling to external degrees of

freedom. This permits energy to leave and fluctuations to enter the system [170], and

is typically undesirable to the performance of information processing components such as

memories. Reservoir engineering uses dissipation to enhance a system’s properties [171].

For example, trapped ions with external coupling to carefully tailored reservoirs can be
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prepared into desirable quantum states using this technique [172]. Here we show that when

reservoir engineering is extended to incorporate dynamic control of external coupling, a

system’s steady state can be adiabatically manipulated. By applying this dynamic reservoir

engineering to an optomechanical memory, we demonstrate that stored information can to

be coherently modified. This is a crucial step towards full temporal control of quantum

states of light stored in an optomechanical system.

In this letter, we use coherent multimode optomechanics to store information input to

a single-crystal diamond microdisk’s optical mode (a) in the device’s mechanical mode (b),

while simultaneously modifying the mechanical mode’s dynamics through coupling to a sec-

ond ‘reservoir’ optical mode (r), as illustrated in Fig. 6.1. Microdisks can operate as multi-

mode cavity optomechanical systems whose optical whispering gallery modes are coupled by

radiation pressure to motion of the device’s mechanical radial breathing mode [35]. Coherent

multimode optomechanical coupling is possible in these diamond microdisks even at room

temperature and ambient conditions thanks to their low optical and mechanical loss and

their ability to support intense intracavity fields. Multimode cavity optomechanical devices

enable wavelength conversion [94, 103, 129, 151], entanglement between photons [152], and

low-noise frequency conversion [97]. As we will show here, they are also excellent platforms

for implementing reservoir engineering [173, 174]. Here, the reservoir is driven by a control

laser whose detuning, ∆r, sets the phase lag of its optomechanical coupling to the resonator,

and whose power, Pr, sets the coupling strength. This tunable resonator–reservoir inter-

action induces mechanical dissipation Γopt
r and shifts the mechanical resonator frequency

by ωopt
r , two effects widely studied in single–mode optomechanical systems, for example in

demonstration of mechanical ground state cooling [76, 77]. In our multimode system, we

dynamically tune the reservoir coupling to process information stored in the mechanical
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memory, whose dynamics we show to be governed by:

˙̂
b = −

(
iωeff

b (t) + Γeff
b (t)
2

)
b̂+

√
Γbêin

+ gr
√
κrχr(ωb)r̂in + gr

√
κrχr†(ωb)r̂†in, (6.1)

where b̂ is the phonon annihilation operator, êin is the thermal bath input field, and r̂in

is the optical reservoir input field. The key feature that we test and exploit is the ability

to dynamically control the memory’s effective mechanical frequency, ωeff
b = ωb + ωopt

r (t),

and effective damping, Γeff
b = Γb + Γopt

r (t) via the reservoir. We find that the memory

operates as if it is a conventional optomechanical system composed of the renormalized

mechanical resonator interacting with the ‘signal’ mode a. In this regime, which is valid if

the mechanical dissipation rate Γb � κr where κr is the reservoir’s optical decay rate, the

control laser becomes an input to b filtered by the reservoir mode’s optical response χr (see

Supplementary Material).

Below we test the validity of this description and demonstrate applications of dynamic

reservoir coupling through three experiments. First we demonstrate a means to enhance the

system’s optomechanical cooperativity, and switch the dynamics of the system from overall

loss to overall gain. We then demonstrate an enhancement in the optomechanical memory’s

storage time through control of Γeff
b . Finally we demonstrate that the phase of a stored

mechanical pulse may be controlled through manipulation of ωopt
b .

6.2.1 Reservoir Engineering

As a first test of reservoir engineering, we probe how the dynamics of the mechanical res-

onator, and its resulting coupling to light, are affected by the resonator-reservoir inter-

action. This is accomplished using optomechanically induced transparency (OMIT) spec-

troscopy [88,89]. OMIT creates a transparency window in the cavity lineshape whose prop-

erties depend on the dynamics of the optomechanical system [88,89]. By coherently coupling
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Figure 6.2: (a) Normalized OMIT scans as a function of mode a probe-cavity detuning, δa,
and control-reservoir detuning, ∆r, measured in transmission. The changes in the trans-
parency window as a function of ∆r is indicative of reservoir interactions. (b) Optomechan-
ically manipulated effective mechanical frequency and damping (c) as a function of ∆r and
the input power at the device, Pi. (d) Effective cooperativity, Ceff for varying Γeff

b controlled
by the reservoir mode, when Γeff

b = Γb due to the presence of the mode a fields. Three
different regimes of operation are shown: OMIT, OMIA, and self-oscillation (SO).

a probe field in a to the mechanical resonator for varying reservoir control laser settings, we

can learn about the influence of the reservoir on the resonator. These measurements are

shown in Fig. 6.2(c), which were obtained using a fiber taper waveguide to evanescently

couple the reservoir control laser to mode r (ωr/2π = 197 THz) for varying ∆r, while per-

forming OMIT spectroscopy on mode a (frequency ωa/2π = 192 THz) using a weak resonant

probe laser and a control laser red detuned by ωb. This measurement was repeated for three

different values of Pr. At each reservoir setting Γeff
b and ωeff

b were extracted from the OMIT

window shape (see Supplementary Material), and are plotted along with fits to the data
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Figure 6.3: (a) Outline of pulse storage protocol where the optomechanical coupling between
optical mode a and the mechanical mode facilitates storage of an optical pulse as a mechanical
excitation. Mode r is used to manipulate the mechanical damping rate, Γeff

b (t), and frequency,
ωeff

b (t) which can be carried out concurrently with the storage process. (b) Normalized read
pulse amplitude, Ā for the off-resonant, ∆r � ωm, case (cyan) and for ∆r ∼ ωm (orange)
as a function of τd. Here the control field for r was operated in continuous wave mode such
there is no time dependence in Γeff

b (t), and ωeff
b (t). (c,d) Example measurements for points

α and β illustrating the enhancement in Ā when ∆r ∼ ωm.(e) Complete data set from which
(b) was taken showing both an extension and reduction in storage time as a function of ∆r,
which is compared to the expected behavior (f) due to Γopt

r . Here we have taken Γopt
a = Γb.

in Figs. 6.2(d) and (e). The fits, which show excellent agreement with measurements, were

obtained with gr as the only fitting parameter, confirming that optical spring effects from

the reservoir field manifest in changes to resonator dynamics experienced by the spectrally

isolated field in mode a. Note that the optical reservoir mode is a standing wave doublet

(see Supplementary Material) formed from backscattering in the microdisk [12, 168], whose

most apparent effect is the two sets of minima and maxima in Fig. 6.2(e), as well as related

features in Figs. 6.2(c) and (d). In all measurements the mode a control field detuning was

set relative to the lowest frequency doublet feature.

The system dynamics in the above measurements are most dramatically affected when Γeff
b

approaches zero. In a conventional OMIT system, the depth and width of the transparency

window is parameterized by the optomechanical cooperativity, C = 4|ga|2
κaΓb

, where ga and
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κa are the photon-assisted optomechanical coupling and optical cavity energy decay rates

for a, respectively. However, in our multimode system OMIT is governed by an effective

cooperativity Ceff = C×Γb/Γeff
b . In the measurement presented here we achieve a maximum

Ceff = 83, which represents an enhancement of 158× the bare C in absence of the reservoir

field. This allows our system to act as though it has large cooperativity, enabling large light

delays and narrow transparency windows (see Supplementary Material). In principle this

enhancement is limited only by drift in ∆r, which dictates how close to zero Γeff
b can be, and

is not limited by the optomechanical coupling rate.

As Γeff
b becomes negative, the mechanical resonator motion changes from experiencing

an overall loss to an overall gain. Consequently, by adjusting our reservoir coupling, we

are able to tune the system dynamics between OMIT and the regime of optomechanically

induced amplification (OMIA). This gain would normally cause optomechanically induced

self-oscillation to occur [167, 175]. However, this instability is repressed in our multimode

measurements by the optomechanical damping Γopt
a induced by the a mode OMIT process,

provided Γopt
a + Γeff

b > 0. The ability of the reservoir mode to tune the system dynamics

between OMIT, OMIA and self-oscillation regimes is illustrated in Fig. 6.2(f) for the special

case that Γopt
a = Γb. In our measurements the OMIA regime was entered for the Pr = 3.3

mW and Pr = 4.1 mW settings when the control laser was blue detuned from the reservoir

mode’s optical doublets by approximately ωb.

6.2.2 Pulse Storage Manipulation

Pioneering experiments in quantum optics utilizing Λ-type atomic systems have demon-

strated that a strong control beam can dramatically alter the optical properties of a mate-

rial, including rendering otherwise opaque materials transparent [176], enhancing nonlinear

processes [177,178], and slowing the group velocity of a pulse of light [179,180]. Furthermore

by dynamically altering the transparency of a material, a pulse of light may be trapped, and
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deterministically released at a later time [181–184]. Such schemes have been used to store

light pulses for over a minute [185], and have been proven to be a viable means to store

single photons [186,187].

Building on these experiments, cavity optomechanical systems have been shown to sup-

port an analogous process [88, 89]. A canonical cavity optomechanical system supports an

optical mode with frequency ωa, and a mechanical mode at frequency ωb, where in the sim-

plest case a mechanical displacement induces a linear shift in the frequency of the cavity.

When a strong pump laser (ωp) is incident on the cavity with detuning ∆a = ωpa−ωa = −ωb,

where ωca is the frequency of the control laser, the system is governed by the beamsplitter

Hamiltonian Ĥbs = ~ga
(
â†b̂+ âb̂†

)
[70], where ga = αaGaxo. In the previous equation â†, â

and b̂†, b̂. In this way, by controlling the strength of the control beams, by adjusting the

strength of the control beam, and hence na, energy can be coherently exchanged between

optics and mechanics.

We now show that reservoir engineering can be harnessed to create a dynamically con-

trolled optomechanical memory. Our memory protocol is illustrated using mass-on-spring

systems in Fig. 6.3(a). During the write stage, a strong control laser red detuned from mode

a by the mechanical frequency (∆a = −ωb) is input to the microdisk. This couples a weak

signal field input to resonant with mode â to mode b̂ at rate, ga, permitting the coherent

conversion of signal photons to phonons [70]. Following the write stage, the control laser is

removed, and modes a and b are decoupled. Our scheme then deviates from a conventional

optomechanical memory [78,79,188], in that coupling to the reservoir is turned on with time

varying amplitude, permitting control of the mechanical resonator’s damping rate and fre-

quency, which in effect modifies the stored information. Finally, during the read stage, the

reservoir control laser is removed and the signal control laser is turned back on, converting

the stored mechanical signal back to the optical domain.
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Through continuous amplification of the stored mechanical pulse by the reservoir mode,

we drastically extend the pulse storage lifetime. This is in a similar spirit to previous

demonstrations of optomechanical amplification in waveguides [189], and has similarities to

recent demonstrations of ORCA buffers [190]. To measure the storage time, we varied the

delay between the write and read pulses by an amount τd. The measured amplitude output

during the read pulse encodes the decay envelope of the mechanical signal, and decays

exponentially at a rate Γeff
b . An example of this decay is plotted on Fig. 6.3(b) for the cases

when the reservoir control is optimally detuned for storage (∆r ≈ −ωb), and for comparison,

when it is far detuned (∆r � ωb) and the effective damping rate is simply Γeff
b = Γb. The

ratio of the decay envelopes Γeff
b /Γb indicates a 7× enhancement. This enhancement can also

be compared to the achievable group delay via the OMIT window [89], which is ∼ 0.4µs here,

as described in the Supplementary Material. Examples of the signal extracted at two values

of τd are shown on Fig. 6.3(c,d), demonstrating a dramatic difference in the amplitude of the

enhanced versus the unenhanced signal at longer timescales. A full measurement of readout

amplitude vs. ∆r and τd was also acquired, the results of which are plotted in Fig. 6.3(e).

This shows qualitative agreement to the theoretical amplitudes obtained from an analytic fit

of Γeff
b (∆r) and plotted for the same delays as the experiment. Deviations between the two

are understood to be a consequence of long-term thermal drifts in the resonance frequencies

of the modes, as well as wavelength drifts in the readout laser used in the experiment. Note

that this amplification process cannot be used indefinitely as the thermal phonons present

due to the room temperature bath will eventually overwhelm the stored signal phonon, as

described in the Supplementary Material.

Finally, we demonstrate that the phase of the stored pulse can also be controlled via

the reservoir mode. By changing ωeff
b adiabatically and hence the frequency of the stored

pulse, we can complete a trajectory which moves away from and then returns to the original

frequency. Over the course of this trajectory, the mechanical oscillator acquires a dynam-

ical phase ϕ(t2) = ϕ(t1) +
∫ t2
t1
δω(t)dt, assuming that we return to the original mechanical
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frequency. This is analogous to a pendulum whose length is adjusted in time [191]. In

our experiment, we varied the amplitude of the reservoir mode in time using an amplitude

electro-optic modulator driven by a symmetric RF ramp pulse (see Supplementary Material)

for various ∆r as shown in Fig. 6.4(a). Here the ramp pulse was 3.5 µs long and was situated

1.5 µs after the write, and before the read pulse. By fitting the beat note detected at the

fiber output for each of the write, ramp, and read pulse segments we can plot the phase as

referenced to the well-defined write pulse, as shown in shown in Fig. 6.4(b). Here we have

removed the phase shift associated with the spring effect induced by the write pulse, which

added a linear slope to the ramp and read pulse segments. This allows us to isolate the shift

due to the spring effect associated with the reservoir mode ramp pulse (see Supplementary

Material). From the read pulse segments we extract the phase relative to the write pulse,

demonstrating a reservoir controlled phase shift, ∆ϕ > 2π as shown in Fig. 6.4(c).

6.2.3 Summary

In this work we have demonstrated that the in-situ control offered by reservoir engineering is

a powerful tool for enhancement of storage times, bypassing the usual limitations imposed by

the intrinsic damping rate, and can be used to generate controllable phase shifts in the stored

pulse. For optomechanical devices in the sideband resolved regime(ωb > κ), Γeff
b and ωeff

b are

linearly independent in gr and ∆r [157]. The ability to control the damping rate dynamically

would enable pulse compression by the realization of a time lens [192]. Furthermore, multiple

pulses could be used in succession to realize very large phase shifts and pulse compression.

As a mechanical mode is being used here, long storage times in excess of 90 µS [78, 79, 188]

are possible, however, there is an associated inherent bandwidth limitation on the length of

pulses that can be effectively stored, in contrast to Brillouin scattering devices [189, 193].

The long storage times enabled by this protocol will enable longer interaction times for

interfacing the stored mechanical pulse with other systems, such as spins, or mechanical or
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electric fields. The demonstrated phase manipulation techniques also highlights this systems

potential for use as a logic gate, where the stored pulse is interfered with an incoming optical

pulse.

6.3 Methods

6.3.1 Fabrication

The microdisks studied here (Fig. 6.5(a)) were fabricated from an optical grade, chemical

vapor deposition (CVD) grown 〈100〉-oriented SCD substrate supplied by Element Six, ac-

cording the process outlined in detail in Ref. [37]. The polished substrates were first cleaned

in boiling piranha, and coated with ∼ 400 nm of PECVD Si3N4 as a hard mask. To avoid

charging effects during electron beam lithography (EBL), ∼ 5 nm of Ti was deposited before

the ZEP 520A EBL resist. The developed pattern was transferred to the hard mask via in-

ductively coupled reactive ion etching (ICPRIE) with C4F8/SF6 chemistry. The anisotropic

ICPRIE diamond etch was performed using O2, followed by deposition of ∼ 250 nm of con-

formal PECVD Si3N4 as a sidewall protection layer. The bottom of the etch windows were

then cleared of Si3N4 using a short ICPRIE etch with C4F8/SF6. This was followed by a zero

RF power O2 RIE diamond undercut etch to partially release the devices. The undercut-

ting process was interrupted and an ∼ 100 nm layer of SiO2 is deposited via electron beam

evaporation to alter the microdisk pedestal profile before finishing the undercut. Lastly, the

Si3N4 layer was removed using a wet-etch in 49% HF, and the devices were cleaned again in

boiling piranha.

6.3.2 Mode Characterization

The power spectral density for the radial breathing mode was measured using a high speed

photodetector (NewFocus 1554-B) and real time spectrum analyzer (Tektronix RSA5106A),

and is shown in Fig. 6.5(b), which was carried out at low input power (Pin ∼ 50µW) to avoid

173



optomechanical backaction. By fitting the power spectral density to a Lorentzian we extract

a mechanical quality factor, Qm ∼ 1.1 × 104, at room temperature and pressure. Optical

transmission scans are shown in Fig. 6.5(c,d), with intrinsic quality factors labelled for each

of the doublet modes.
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Figure 6.5: (a) Scanning electron micrograph of single-crystal diamond microdisk used in
this work. (b) Measured power spectral density of radial breathing mode at room tem-
perature and pressure (inset: COMSOL simulated displacement profile). (c,d) Fiber taper
transmission scans for both optical modes used in this work. The doublet structure is a
result of the lifting of degeneracy between the clockwise and counter clockwise propagating
travelling wave modes of the disk.

In the limit that surface scattering effects are smaller than all other optical loss mecha-

nisms (gss � κ), microdisks will possess degenerate clockwise and anticlockwise propagating

modes, with negligible coupling between them. However, once surface scattering begins to

be comparable to, or exceeds the optical linewidth (gss ≥ κ), the clockwise and counter

clockwise modes couple and will form pairs of modes known as optical doublets. These are

simply symmetric and antisymmetric combinations of the travelling wave modes,

aS = a� + a	√
2

; aA = a� − a	√
2i

; (6.2)

rS = r� + r	√
2

; rA = r� − r	√
2i

. (6.3)

Due to the fact that
∫
a?SaAdV =

∫
a?AaSdV = 0, the overall mechanical frequency shift, or

damping rate induced by a strong control laser is simply the sum of the contributions from

the symmetric and antisymmetric mode.
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6.3.3 Apparatus

The measurement apparatus for the results described in the main text is shown in Fig. 6.6,

where the optical components added for each measurement described in the main text are

outlined in the legend. Mode a was driven by a tunable diode laser at 1560 nm (Newport

TLB-6700) while the reservoir mode or mode r was also driven by a tunable diode laser at

1520 nm (Newport TLB-6700) whose output was connected to a variable attenuator (VA:

Exfo FVA-3100). For the verification of mutual coherence the mode a laser was passed

through a phase electro-optic modulator (ϕ(t): EOSpace PM-5S5-20-PFA-PFA-UV-UL) to

generate a weak probe field from the control field, which was swept across the resonance using

a vector network analyzer (VNA: Keysight E5063A) allowing the measurement of OMIT. The

mode r laser was combined with the mode a laser on a fiber coupled 50/50 beamsplitter (BS:

Newport F-CPL-L22355-A) where one output was sent to an erbium doped fiber amplifier

(EDFA: Pritel LNHPFA-30-IO) and the other to an optical spectrum analyzer (OSA: Ando

AQ6317B) such that the laser wavelengths could be tracked during the experiment. The

output of the EDFA was sent to a fiber polarization unit followed by the fiber taper waveguide

coupled to the diamond microdisk. The output of the fiber taper was then split on another

50/50 beam-splitter where one output is sent to a power meter (PM: Newport 1936-R) and

one to a 1510/1550 nm wavelength division multiplexer (WDM: Montclair MFT-MC-51-30

AFC/AFC-1) to separate the light from modes a and c. The output of the WDM was then

measured on a high speed photodetector (New Focus 1554-B) whose output is high-pass

filtered and electronically amplified before being sent to the VNA for measuring OMIT or a

digital serial analyzer (DSA:Tektronix DSA70804B) for the pulse storage measurements.

In the pulse storage enhancement measurement an amplitude modulator (A(t): EOSpace

AZ-0K5-10-PFA-SFA) was added to the mode a laser to generate the optical pulses, while

the phase modulator was used to generate the signal to be written. The signal to be writ-

ten was a sine wave at ωb generated by an arbitrary waveform generator (AWG: Tektronix

AWG70002A) which was superimposed on the optical pulses generated by a low pass filtered
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Figure 6.6: Measurement setup including the components necessary for all measurements
described in the main text. The legend indicates the optical components necessary for each
measurement presented and the components are discussed in detail in the text.

pulse generator (PG: Stanford Research Systems DG535), triggered by the AWG. Here the

reservoir mode control laser was operated in c.w. mode, however, during the phase manipu-

lation measurement an amplitude modulator (A(t): Lucent Technologies 2623CS) is added

to the output of the laser, which was driven by a separate function generator to generate

the phase manipulation pulses. A thermoelectric heater/cooler was also placed under the

sample and controlled with a PID for thermal stability during the measurement.
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6.3.4 Reservoir engineering

The results of this work are enabled by dynamic manipulation of a mechanical oscillator

through engineering the degrees of freedom it is coupled to. The manifestation of this

coupling is optomechanical damping, and the optomechanical spring shift, which have been

extensively studied in the past [100, 101]. These previous approaches leveraged frequency

domain calculations and a Kubo formula to calculate damping rates, and the minimum

phonon occupation. The frequency shift was then calculated through the Kramers Kronig

relations. In our approach, we directly solve expressions in the time domain in the form of

retarded Green’s functions, and then adiabatically eliminate the fast dynamics of the cavity.

In the absence of optomechanical coupling, the mechanical mode is modelled as a damped

harmonic oscillator, with annihilation operator b̂, intrinsic frequency ωb, and intrinsic damp-

ing rate Γb. The damping is a consequence of coupling to the environment, and according to

the fluctuation-dissipation theorem this damping will be accompanied by a dissipation term.

In the input-output formalism, we write

˙̂
b = −

(
iωb + Γb

2

)
b̂+

√
Γbêin, (6.4)
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where êin is the input from the environment. ωb and Γb are intrinsic properties of the

device, however cavity optomechanics offers a way to manipulate the mechanical parameters

of the cavity by optical means [70]. As we will show here, this can be viewed as coupling

the mechanical mode to an optical reservoir mode, r̂. Not only is this interaction easily

controllable, but the reservoir can be arranged to have negligible thermal occupation through

use of optical laser light.

We consider a reservoir mode with frequency ωr connected to an input port at a rate

κex
r with a total decay rate κr. This is dissipatively coupled to the mechanical mode with a

strength gr. In the presence of a strong control laser with amplitude αr, the optomechanical

interaction can be linearized, and we can write expressions for the cavity fluctuation operator

r̂, which is coupled the mechanics at a rate gr = Grαrxo, where Gr = dω
dx

is the shift in

cavity frequency due mechanical displacement, and xo are the zero point fluctuations of the

mechanics [70]. This leads to the coupled equations of motion



(
d
dt

+ 1
χb

)
0 igr igr

0
(
d
dt

+ 1
χb†

)
−igr −igr

igr igr
(
d
dt

+ 1
χr

)
0

−igr −igr 0
(
d
dt

+ 1
χr†

)





b̂

b̂†

r̂

r̂†


=



√
Γbêin
√

Γbê
†
in

√
κex

r r̂in

√
κex

r r̂
†
in


, (6.5)

where we define the relevant response functions as χ−1
b (ω) = Γb/2 − i(ω − ωb), χ−1

b† (ω) =

Γb/2 − i(ω + ωb), χ−1
r (ω) = κr/2 − i(ω + ∆r), and χ−1

r† (ω) = κr/2 − i(ω − ∆r). The input

modes at time t, are given in terms of the time t0 in the far past as [20]

êin(t) = 1√
2π

∫
e−iω(t−t0)E0(ω)dω, (6.6)

r̂in(t) = 1√
2π

∫
e−iω(t−t0)R0(ω)dω, (6.7)

where E0 and R0 are the state of the input modes at time t0. For the sake of simplicity, in

what follows, we will assume κr = κex
r .
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Using Eq. 6.5, we can solve for the reservoir dynamics as

r̂(t) = r̂0e
−(t−t0)/χr +

∫ t

t0
e−(t−t′)/χr

(√
κrr̂in + iGrb̂+ iGrb̂

†
)
dt′, (6.8)

r̂†(t) = r̂†0e
−(t−t0)/χr† +

∫ t

t0
e−(t−t′)/χr†

(√
κrr̂
†
in − iGrb̂− iGrb̂

†
)
dt′. (6.9)

It is interesting to note the role of the optical cavity as a filter. The exponential terms are

in the form of a retarded Green’s function, and specify a sensitivity to frequencies near ±∆r

to a history on the timescale 1/κr.

Inserting this into the expression for the mechanics given in Eq. 6.5, we find an equation

of motion for the mechanics under the influence of both the environment and the reservoir

(
d

dt
+ iωb

)
b̂ = − Γb

2 b̂− |gb|2
∫ t

t0

(
e−(t−t′)/χr b̂(t′)− e−(t−t′)/χr† b̂(t′)

)
dt′

+
√

Γbêin + iGb
√
κr

∫ t

t0

(
e−(t−t′)/χr r̂in(t′) + e−(t−t′)/χc† r̂†in(t′)

)
dt′, (6.10)

where in the above we used the fact the t − t0 � 1/κr and applied the rotating wave

approximation. The right side of the equation can be interpreted as the sum of damping and

dissipation terms due to coupling to the environment, and damping and dissipation terms

due to coupling to the reservoir. With the assumption that κr � Γb, we can make further

simplifications. First we note that the integral associated with the dissipation term becomes

∫ t

t0

(
e−(t−t′)/χr + e−(t−t′)/χr†

)
b̂(t′)dt′ ≈

∫ t

t0

(
e−(t−t′)/χr − e−(t−t′)/χr†

)
eiωb(t−t

′)b̂(t)dt′

= (χr(ωb)− χr†(ωb)) b̂(t). (6.11)
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Next we simplify the fluctuation term as

∫ t

t0

(
e−(t−t′)/χr r̂in(t′) + e−(t−t′)/χr† r̂†in(t′)

)
dt′

= 1√
2π

∫ ∫ t

t0

(
e(χ

−1
r −iω)t′e−χ

−1
r t+iωt0R̂0(ω) + e

(
χ−1

r†
+iω
)
t′

e
−χ−1

r†
t−iωt0R̂†0(ω)

)
dt′dω

= 1√
2π

∫ e(χ−1
r −iω)t − e(χ−1

r −iω)t0

χ−1
r − iω

e−χ
−1
r t+iωt0B̂0(ω) + e

(χ−1
r†

+iω)t − e(χ−1
r†

+iω)t0

χ−1
r† + iω

e
−χ−1

r†
t−iωt0R̂†0(ω)

 dω
≈ 1√

2π

∫ (
e−iω(t−t0)χr(ω)R̂0(ω) + eiω(t−t0)χr†(ω)R̂†0(ω)

)
dω

≈ 1√
2π

∫ (
e−iω(t−t0)χb(ωb)R̂0(ω) + eiω(t−t0)χr†(ωb)R̂†0(ω)

)
dω

= χr(ωb)r̂in + χr†(ωb)r̂†in. (6.12)

where once again we used the assumption that κr � Γb to simplify. Combining Eqs. 6.10–

6.12 we arrive at the solution

(
d

dt
+ iωb

)
b̂ =−

(
Γb

2 + |gr|2χr(ωb)− |gr|2χr†(ωb)
)
b̂

+
√

Γbêin + iGr
√
κrχr(ωb)r̂in + iGr

√
κrχr†(ωb)r̂†in. (6.13)

This can be rearranged to the simple expression reminiscent of Eq. 6.4

˙̂
b = −

(
iωeff

b + Γeff
b
2

)
b̂+

√
Γbêin + gr

√
κrχr(ωb)r̂in + gr

√
κrχr†(ωb)r̂†in. (6.14)

In the above we have absorbed a factor of i into the definition of R0 and R†0, and defined

effective frequency and damping terms

ωeff
b = ωb + ωopt

r = ωb + |gr|2
(

ωb + ∆
κ2

r/4 + (ωb + ∆r)2 + ωb −∆
κ2

r/4 + (ωb −∆r)2

)
, (6.15)

Γeff
b = Γb + Γopt

r = Γb + |gr|2
(

κr

κ2
r/4 + (ωb + ∆r)2 −

κr

κ2
r/4 + (ωb −∆r)2

)
. (6.16)

180



Comparing Eq. 6.4 and Eq. 6.14, we see that coupling the reservoir mode induces both

fluctuation and dissipation. By varying the strength or detuning of the control laser, the

coupling to the reservoir is modified. In the sideband resolved regime (ωb � κ) we note two

special cases. For ∆r = −ωb the effective interaction Hamiltonian is Heff = −gr
(
b̂†r̂ + b̂r̂†

)
,

and the mechanics has the equation of motion

˙̂
b = −

(
iωb + Γb

2 + Γopt
r
2

)
b̂+

√
Γbêin +

√
Γopt

r r̂†in. (6.17)

On the other hand, for ∆r = ωb the interaction Hamiltonian takes the formHeff = −gr
(
b̂r̂ + b̂†r̂†

)
,

and the equation of motion is

˙̂
b = −

(
iωb + Γb

2 −
Γopt

r
2

)
b̂+

√
Γbêin +

√
Γbr̂in. (6.18)

6.3.5 Enhanced OMIT

The amplitude in cavity a, as a function of probe-control field detuning, δa, under the

influence of the reservoir mode may be expressed as,

a(δa) = −
√
κexâin(ω)

i(−ωb + δa)− κa/2− |ga|2
i(ωb+ωopt

c −δa)+(Γb+Γopt
r )/2

. (6.19)

When our probe is on-resonance, such that δa = ωb, we can write our effective cooperativity

as:

Ceff
a = Ca

Γb

Γeff
b
, (6.20)

where Ca = 4|ga|2/Γbκa is our baseline cooperativity.
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Figure 6.8: (a) Optical transmission as a function of laser wavelength for the reservoir
mode for increasing input power illustrating the relatively small thermo-optic shift. The
Pi = 1.8 mW curve corresponds to the data presented in the main text. (b) Optomechanical
damping and spring effect due to mode ‘r’ plotted as functions of each other, corresponding
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6.3.6 Group delay

The group delay imparted on the pulse in transmission and reflection can be calculated

about a central signal frequency, ωs with the spectrum confined to a small window (< Γeff
b )

following Safavi-Naeini et al. [89] by computing

τ (T ) = R
{
−i
t(ωs)

dt

dω

}
, (6.21)

and

τ (R) = R
{
−i
r(ωs)

dt

dω

}
, (6.22)

for the transmission and reflection group delay, respectively. These quantities are shown in

Fig. 6.9 for both fixed and variable reservoir laser detuning.

6.3.7 Cooling and Heating

As a test of the reservoir engineering expressions, and as a step towards calculating the

thermal occupations required for the memory calculations, we calculate full expressions for

optomechanical heating and cooling here. Ignoring initial transients, the formal solution of
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Eq. 6.14 is

b̂(t) =
∫ t

t0
e
−
(
iωeff

b +
Γeff

b
2

)
(t−τ) (√

Γbêin + gr
√
κrχr(ωb)r̂in + gr

√
κrχr†(ωb)

)
dτ. (6.23)

We quantify the thermal statistics of the reservoir and environment with the correlators

〈r̂†in(t)r̂in(t′)〉 = nth
r δ(t− t′), (6.24)

〈r̂in(t)r̂†in(t′)〉 = (nth
r + 1)δ(t− t′), (6.25)

〈ê†in(t)êin(t′)〉 = nth
e δ(t− t′), (6.26)

〈êin(t)ê†in(t′)〉 = (nth
e + 1)δ(t− t′) (6.27)
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where nth
r is the number of thermal photons occupying the reservoir, and nth

e is the number

of thermal phonons occupying the environment. Using these expressions, we can calculate

the thermal occupancy of the cavity as

〈b̂†(t)b̂(t)〉 =
∫ t

t0

∫ t

t0
e
−
(
−iωeff

b +
Γeff

b
2

)
(t−τ)−

(
iωeff

b +
Γeff

b
2

)
(t−τ ′)

(6.28)(√
Γbêin(τ) + gr

√
κrχr(ωb)r̂in(τ) + gr

√
κrχr† r̂

†
in(τ)

)
×(√

Γbêin(τ ′) + gr
√
κrχr(ωb)r̂in(τ ′) + gr

√
κrχr† r̂

†
in(τ ′)

)
dτdτ ′

=
∫ t

t0
eΓeff

b (t−τ)
(
Γbnth,b + κr|grχr(ωb)|2nth,b + κr†|grχr†(ωb)|2(nth,b + 1)

)
dτ

= Γbnth,b + κr|grχr(ωb)|2nth,b + κr†|grχr†(ωb)|2(nth,b + 1)
Γeff

b
(6.29)

In the experiment considered in this work, our reservoir does not have thermal occupation.

Setting nth
r = 0 we recover the usual limit of optomechanical cooling

〈n̂〉 =
Γbn

th
e + Γr

optn
min

Γb + Γr
opt

(6.30)

where, nmin = |gr|2κχr†(ωb)/Γopt
r .

6.3.8 Storage Enhancement

Solving the equations of motion explicitly, we can divide the phonon population in the cavity

during the storage time into signal phonons, which are proportional to âin, and undesired

thermal phonons, which are a consequence of êin. These each evolve as,

〈b̂†s(t)b̂s(t)〉 = 〈b̂s
†(0)b̂s(0)〉e−Γeff

b t (6.31)

〈b̂†th(t)b̂th(t)〉 = nth
e Γb

(
e−Γeff

b t

Γb + Γopt
a

+ 1− e−Γeff
b t

Γb + Γopt
c

)
. (6.32)
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Figure 6.10: (a) Signal phonons (solid lines) and thermal phonons (shaded curves) plotted for
Γopt

c /Γb = 0 (red) and Γopt
c /Γb = −0.9 (blue). The initial signal to noise ratio ns(0)/nth(0) =

10, and Γopt
a /Γb = 10. (b-d) tsΓb vs. optomechanical damping rates for initial signal to noise

ratios ns(0)/nth(0) = {10, 1, 0.1}.
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Defining the storage time as the moment the signal level decays to the level of the thermal

phonons, we find,

ts = 1
Γb + Γopt

c
ln
(
ns(0)
nth(0) + Γopt

a − Γopt
c

Γb + Γopt
a

)
. (6.33)

6.3.9 Phase Shifting

Reservoir engineering also allows us to dynamically change the frequency of the mechanical

mode. If the frequency is changed over a time interval δt, the change in phase may be

expressed as,

δφ =
∫ δt

0
(ωb(t)− ωb(0)) dt (6.34)

For simplicity, we assume we change our mechanical frequency as a ramp function, with

maximum frequency shift δb. Under the adibaticity requirement 1 � δωb
ωb

. This yields the

simple expression for the phase shift,

δφ = δωbδt

2 . (6.35)

In the phase shifting experiment in the main text, we operate with the reservoir laser detuning

∆r ≈ −ωb, so we may approximate the frequency shift as,

δωb ≈
|gr|2(∆r − ωb)

(∆r − ωb)2 + κ2
r/4

. (6.36)

6.3.10 Pulse Compression

The reservoir mode also permits the mechanical damping rate to be dynamically adjusted.

For example, at ∆r ≈ −ωb, the damping is approximately,

Γopt
r ≈ −κr|gr|2/2

(∆r − ωb)2 + κ2
r/4

. (6.37)
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If we ramp the mechanical damping according the expression Γopt
r (t) = ηt, we recover the

expression for a time lens [192],

〈b̂†s(t)b̂s(t)〉 = 〈b̂s
†(0)b̂s(0)〉e−(Γbt+ηt2). (6.38)
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Chapter 7

Colour Centres

7.1 Introduction

Colour Centres are interstitial defects within a material, which in many ways act as a solid

state analogue to trapped atoms. In this thesis we will primarily be concerned with Nitrogen-

Vacancy (NV) colour centres, and secondarily with Silicon Vacancy (SIV) centres. An NV,

as depicted on Fig 7.1(a), consists of a missing carbon in the diamond lattice (the vacancy),

situated immediately adjacent to a nitrogen atom. NVs have been a topic of intense research

interest in the last decade, due to amenable properties allowing it to be used for such appli-

cations as magnetometry [194], electric field sensing [195], quantum teleportation [24], and

loophole free bell tests [25].

7.1.1 Characterization

The ground state manifold of the NV consists of a spin triplet and a singlet state. Remark-

ably, the ground state spin of NVs have been shown to posses up to mS coherence times at

room temperature [196]. In such circumstances, the spin state of the NV may be read out

by via a florescence measurement. First the NV is excited with laser pulse which is more

energetic than the relevant optical transitions, as shown on Fig. 7.1(c). This operation is
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Figure 7.1: (a) Depiction of an NV colour centre. (b) Depiction of an SiV colour centre. (c)
Ground state level structure for an NV.

spin preserving, so that if the NV was originally in the |g,−1〉 state, for example, it will

decay into the |e,−1〉 state after this operation. Due to the existence of a slow decay path

through the singlet state, the average florescence for decay from the ±1 spin states will be

lower than that of the 0 spin state on the order of a few percent. In this manner, one can

infer the original ground state spin, by monitoring the florescence.

The ground state Hamiltonian for the NV may be written as,

Ĥnv =D0Ŝ
2
z + P Î2

z + A‖ÎzŜz

+ γnvB · Ŝ

+ ε‖σx
(
Ŝ2
x − Ŝ2

y

)
+ ε⊥σy

(
ŜxŜy + ŜyŜx

)
+ ε‖σzŜ

2
z (7.1)

In the first line above, D0 = 2.87 GHz is the fine structure splitting, A‖/2π = −2.166

MHz is the hyperfine coupling, and P/2π = −4.945 MHz is the nuclear electric quadrupole

parameter. The second and third lines describe interaction with magnetic fields and strain,

where γNV/2π is the gyromagnetic ratio, ε‖/2π = 0.012 MHz, is the parallel stress coupling,

and ε⊥/2π = 0.015 MHz is the perpendicular stress coupling [197,198].
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Figure 7.2: (a) Confocal microscope optical setup for NV characterization. Green light
is first passed though an Acousto-Optic Modulator (AOM) and spurious light is removed
through notch filters (F1 and F2). The signal is then sent reflected from a dichroic mirror
and sent to a microscope objective and onto the sample. Light from the sample is then sent
to the collection path, which the dichroic mirror and long-pass filters F3 and F4 are used
to block green light reflected from the sample. The sample can optionally be observed with
a camera by placing a beamsplitter and blank in the optical path. (b) Electrical setup for
NV characterization. The arbitrary waveform generator (AWG) controls the timing of the
histogramMER (timeHarp), pulse generator (PG) and send microwave pulses to an amplifier.
These pulse are then sent to an antenna placed in close proximity to the sample.

Practically there are a number of calibration measurements one must do to be able to

manipulate the ground state spin. Firstly, if one is working with samples with low concen-

trations of NVs, then the sample may be scanned on a confocal microscopy setup. Here

the sample is sample is continuously excited by a 532 nm laser, and florescence from the

phonon sideband is collected by optically filtering. The aperture of the confocal setup is

provided by sending the light into a fiber optic cable. Isolated bright features in these scan

could potentially be NVs. To verify this, one can measure the florescence spectrum on the

spectrometer, and look for characteristic features of the NV such as a ZPL at 637 nm and

a phonon sideband. There will also likely be Raman lines present at 573 and 738 nm gen-

erated from the green laser. Once one is confident that NVs are present, the optical filters
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are placed back onto the path, and the fiber output is routed to a 50:50 fiber beamsplitter

in a Hanbury-Brown-Twiss configuration to extract a g2(τ) measurement. If the dip in the

g2 function is below 50%, then we can assume that we have found a single NV centre.

After applying a magnetic field to split the ±1 spin states by the desired amount, one

then performs an ODMR measurement to measure the frequency of the 0→ −1 transition,

and the 0 → +1 transition. The setup we use for this measurement in our lab is shown

on Fig. 7.2(a). Here once again the sample is pumped with a 532 green laser, and emission

from the phonon sideband is collected in the confocal setup. A microwave signal is generated

on a function generator and sent through a high power amplifier to a ≈ 20µm copper wire

placed over the sample. The frequency of the microwave signal is then stepped, and the

corresponding NV counts recorded. In the case that the microwave driving power is large,

power broadening will wash out the hyperfine levels, and one will ideally see a single dip in

florescence at each of the 0→ −1 and the 0→ +1 transition frequencies. If one then lowers

the microwave rf power, then three hyperfine levels should emerge for N14, or two hyperfine

levels if N15 was implanted.

At this point the Rabi frequency of whichever transition we wish to control may be

recorded. This is done using the setup shown on Fig. 7.2(b). Initialization of the NV into

the 0-spin state, and readout of the final states are enacted through green laser pulses. One

then measures the Rabi frequency by stepping the length of a microwave pulse situated

between these two pulses, and recording the histogram of the counts received during the

read pulse. The full dynamics of the read pulse is well modelled by the five level system

given in [199]. However, one can also perform a much simpler analysis simply by binning the

initial section of the read pulse. This can then be normalized the latter sections of the read

pulse, where the system has reached steady state. This normalization helps to mitigate the

effects of drift in the green laser power, for example.
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Once the Rabi frequency has been measured, it is a good idea to do a pulsed ODMR mea-

surement if one wants to ensure that the maximum possible population transfer is achieved.

This is done by using a green laser initialization pulse, followed by a π rf pulse, and finally

a green read pulse. One then steps the carrier frequency of the RF pulse, and measures the

histogram of the read pulse. In this way a detailed OMDR scan can be acquired which does

not suffer from power broadening due to the green laser. Note, however that the RF drive

can still cause power broadening if set too high, so one must be cognizant of this if one wishes

to measure the true linewidths. Once this scan is completed, a final Rabi measurement may

be performed to calibrate the length of a π-pulse.

In order for the aforementioned measurements to work well, it is important to make sure

that collection and excitation paths are co-aligned and collimated. To power of the green

laser will also have an effect on the achievable resonance contrast, and can be optimized

by performing a saturation measurement. Here the average phonon sideband counts are

measured as a function of green laser power, and fit to a simple model S(I) = S0/(I/Isat +1),

where I is the green laser intensity, Isat is the saturation power, and S0 is the signal for low

laser intensity. Optimal resonance contrast is achieved for powers just above the saturation

power [200].

In addition to the above, it is essential to calibrate for delays in the electrical lines and

equipment used, particularly whenever a new cable or instrument is introduced. This can

then me compensated for in the various scripts in by introducing delays or advances in the

timings as required. In the above experiments, the delay in the green laser pulses relative

to the timeHarp histogrammer is measured by triggering the timeHarp from the AWG, and

measuring a short green pulse. The delay in the microwave RF pulses is measured by placing

an rf pulse inside of a longer green laser pulse. The reduction on florescence indicates the

leading edge of the RF pulse. Alternatively, the digital series analyzer (DSA) can be used

to measure the RF signal if the antenna output is sent through a high power attenuator.
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Figure 7.3: (a) Rabi oscillations in the 0→ −1 sublevel. (a) Rabi oscillations in the 0→ +1
sublevel. (c) T1 on the 0→ −1 sublevel. (d) T1 on the 0→ +1 sublevel.

7.2 Towards Optomechanical Spin-Strain Coupling

A number or experiments have probed the nature the ground state stress coupling in nitrogen

vacancy centres. Work from the group of Marko Lončar used NVs embedded in the clamping

point of a diamond cantilever, which was then actuated through electrostatic interactions

[126]. These experiments induced shifts in the energy if the ±1 spin states using the parallel

strain components given in Eq. 7.1. These shifts could then be measured in an ODMR

experiment.

In contrast to this, MacQuarrie et al. made use of the a perpendicular stress field, gen-

erated by piezoelectric actuation [197]. In this case, population could be coherently driven

between the −1 and +1 spin states. Our longstanding goal then, is to use this scheme,

but replace the piezoelectric actuation with an optomechanical drive. To do so, we drive a

diamond microdisk into the self oscillation regime, by placing a laser blue detuned from the

cavity by ∆ = ωm, and increasing power until the mechanical damping is completely com-
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pensated by the optomechanical anti-damping. In order to prevent drift in the mechanical

phase and frequency, we utilize injection locking and amplitude feedback, according to the

protocol of [201].
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Figure 7.4: (a) Strain coupling protocol steps as explained in the main text. (b) Phase drift
of unlocked mechanical oscillations.

Initially, we set the splitting of the ±1 spin states to be equal to the mechanical frequency

by tuning with a field as shown on Fig. 7.4(a). We then apply an ≈ 5 µS pulse to initialize

in the 0-spin state. A microwave π-pulse from a wire adjacent to the sample then sends

the population to the −1 spin state. We then allow the system to evolve for a period of

time under perturbation by the mechanical stress field. Finally readout from either the −1

of the +1 state can be inferred by applying a π-pulse which will map the population back

to the 0-spin state. This final step is required, as the florescence level of the ±1 states are
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identical. In order for the above scheme to work, we require that the Rabi frequencies of

the microwave pulse are much greater than the Rabi frequencies of the mechanical pulse.

Current experiments with this scheme are ongoing.
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Chapter 8

Summary and Outlook

8.1 Summary

At the outset of this thesis, the stated goal was to present a series of experiments which

were enhanced by interactions in a nanophotonic structure. We have shown that nonlinear

interactions were enhanced by the small mode volumes achieved, which permitted the buildup

of very large optical fields. Optomechanical coupling rates were also enhanced by the small

dimensions of the devices involved, which enabled the study of a number of optomechanical

effects. Finally, the presence of a localized stress field should allow for coupling to NV colour

centres in diamond.

8.2 Outlook

The experiments detailed in this thesis have a number of potential future applications, some

of which we summarize below. This list is by no means exhaustive.
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8.2.1 Nonlinear Optics

The photonic structures which currently holds the record for SHG is a microring type res-

onator [202]. In this design, both the diameter of the ring, and the width of the waveguide

may be independently adjusted. This allows for control of the resonance and phase matching

conditions. These designs could be readily ported over to such a geometry. An obvious next

step in our GaP research would be to create microring or racetrack type structures from

GaP material.

Another interesting possibility would be to use a system of two adjacent microdisks. In

this scheme, the fundamental mode resides in one microdisk, and the second harmonic mode

resides in the other microdisk. The overlap between the modes would be used for SHG as

in [203]. This has the advantage of maintaining the small mode volumes that the microdisk

design offers.

8.2.2 Multimode Optomechanics

Due to the very large transparency window of diamond, optomechanical wavelength conver-

sion and amplification could in principle be achieved using visible wavelengths. Initial steps

in this direction are detail in [94], which were performed in the same devices as detailed

in the multimode optomechanics section of this thesis. This range of wavelengths could be

useful, for example to realize wavelength conversion from the zero phonon line of an NV to

visible wavelengths.

The work on DOMIT in this thesis could also be further developed. In particular, one

could envision a system where the output of the bright and dark states are filtered as a

means to reduce the effects of thermal noise. There is also the possibility to initially ‘seed’

the system in the optomechanically dark state to reduce the noise in wavelength conversion.

Another experiment could use the interference present in a DOMIT system to create a time
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domain interferometer [164]. Finally, as alluded to in DOMIT chapter, these ideas can

be extended to higher dimensions, to realize an N -channel add drop filter, and interesting

interference effects.

8.2.3 Colour Centres

The ground state stress couplings detailed in this paper would greatly benefit from optome-

chanical crystal designs. An even more interesting regime is reached in situations where the

mechanical frequency of the device exceeds the linewidth of embedded NVs or SiVs. In this

case one could make use of the parallel stress component in the excited state, which has

substantially higher coupling rates [204]. In such a situation, optomechanical interactions

could be used to perform optical readout from a telecom frequency optical mode, mediated

by a mechanical mode. One could also use colour centres to directly cool the mechanical

mode [205].
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[36] S. Mouradian, N.H. Wan, T. Schröder, and D. Englund. Rectangular photonic crystal

nanobeam cavities in bulk diamond. Appl. Phys. Lett., 111:021103, 2017.

202



[37] M. Mitchell, D.P. Lake, and P.E. Barclay. RealizingQ > 300 000 in diamond microdisks

for optomechanics via etch optimization. APL Photonics, 4(1):016101, 2019.

[38] J. Hill. Nonlinear optics and wavelength translation via cavity-optomechanics. PhD

thesis, California Institute of Technology, 2013.

[39] A.D. Logan, M. Gould, E.R. Schmidgall, K. Hestroffer, Z. Lin, W. Jin, A. Majumdar,

F. Hatami, A.W. Rodriguez, and K.-M. Fu. 400%/w second harmonic conversion

efficiency in 14 um-diameter gallium phosphide-on-oxide resonators. Opt. Express,

26(26):33687–33699, 2018.

[40] P. A. Franken, A. E. Hill, C. W. Peters, and G. Weinreich. Generation of optical

harmonics. Phys. Rev. Lett., 7:118–119, 1961.

[41] S. Nakagawa, N. Yamada, N. Mikoshiba, and D.E. Mars. Second-harmonic generation

from gaas/alas vertical cavity. Appl. Phys. Lett., 66(17):2159–2161, 1995.

[42] J.P. Mondia, H.M. Van Driel, W. Jiang, A.R. Cowan, and J.F. Young. Enhanced

second-harmonic generation from planar photonic crystals. Optics letters, 28(24):2500–

2502, 2003.

[43] V.S. Ilchenko, A.A. Savchenkov, A.B. Matsko, and L. Maleki. Nonlinear optics and

crystalline whispering gallery mode cavities. Phys. Rev. Lett., 92:043903, 2004.

[44] M.W. McCutcheon, J.F. Young, G.W. Rieger, D. Dalacu, S. Frédérick, P.J. Poole,
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T. Pertsch. Second harmonic generation in free-standing lithium niobate photonic

crystal l3 cavity. Appl. Phys. Lett., 103(5), 2013.

[49] P.S. Kuo and G.S. Solomon. On- and off-resonance second-harmonic generation in

gaas microdisks. Opt. Express, 19(18):16898–16918, 2011.

[50] C. Wang, M.J. Burek, Z. Lin, H.A. Atikian, V. Venkataraman, I.-C. Huang, P. Stark,
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Appendix A

Calculation Details

A.1 Input-Output Relations

In chapter 1, we found that for a cavity-waveguide system, the following relation will hold,

˙̂a = − i
~
[
â, Ĥa

]
− κ

2 â+
√
κâin. (A.1)

In a more realistic system, a number of different loss channels may be present. In this case

we can generalize this expression for any number of input ports,

˙̂a = − i
~
[
â, Ĥa

]
− κ

2 â−
∑
n

√
κnâin,n. (A.2)

where the total loss is simply the sum of losses to each port, κ = ∑
n κn. It is conventional

to group losses due to coupling to a waveguide into a single loss rate κex (external loss rate),

and to group all other losses into κi (intrinsic loss rate). While there are many possible

combinations of waveguides and resonators, we will focus on four typical cases. They are,

as detailed in Fig. A.1, (a) side-coupled, single-sided, (b) end-coupled, single-sided, (c) side-

coupled, double-sided, (d) end-coupled, double-sided.
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Figure A.1: (a) Side-coupled, single-sided, (b) End-coupled, single-sided, (c) Side-coupled,
double-sided, (d) End-coupled, double-sided.

A.1.1 Side-Coupled, Single-Sided

Solving for the time evolution of â in terms of the inputs and then the outputs we find,

˙̂a = − i
~
[
â, Ĥa

]
− κ

2 â−
√
κexâin −

√
κif̂in, (A.3)

˙̂a = − i
~
[
â, Ĥa

]
+ κ

2 â−
√
κexâout −

√
κif̂out. (A.4)

where we have defined κ = κi +κex, âin = 1√
2π
∫∞
−∞ e

−iω(t−t0)b̂0(ω)dω, and the output operator

âout = 1√
2π
∫∞
−∞ e

−iω(t−t1)b̂0(ω)dω. From Eq. A.3 and A.4, we find 0 = [κexâ −
√
κex(âout −

âin)] + [κiâ−
√
κi(f̂out − f̂in)]. This gives [19,20],

âout − âin = √κexâ, (A.5)

f̂out − f̂in = √κiâ. (A.6)

In the above we have explicitly enforced that in the absence of coupling of the cavity with the

waveguide, âout = âin. The boundary conditions on the intrinsic loss has only been chosen

for convenience here, as this port will not actually be measured.
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A.1.2 End-Coupled, Single-Sided

In this case the output field will be left-going. In order to explicitly account for the phase

shift on reflection, we will adopt the phase convention the right going waves receive a negative

sign by defining âout = − 1√
2π
∫∞
−∞ e

−iω(t−t1)b̂0(ω)dω [16]. This gives,

˙̂a = − i
~
[
â, Ĥa

]
− κ

2 â−
√
κexâin −

√
κif̂in, (A.7)

˙̂a = − i
~
[
â, Ĥa

]
+ κ

2 â+√κexâout +√κif̂out. (A.8)

This gives the input-output relations,

âout + âin = √κexâ, (A.9)

f̂out + f̂in = √κiâ. (A.10)

The difference in the end coupled case, as opposed to side coupled case is that in the absence

of coupling to the waveguide all light will be reflected as opposed to transmitted. Because

of the π-phase shift upon reflection, we have âout = −âin. Once again we have chosen the

intrinsic loss boundary conditions out of convenience.

A.1.3 Side-Coupled, Double-Sided

Both left-going and right-going inputs and outputs are present in this case. We maintain

our sign convention from the previous section, finding,

˙̂a = − i
~
[
â, Ĥa

]
− κ

2 â−
√
κex

2 â
(R)
in +

√
κex

2 â
(L)
in −

√
κif̂in, (A.11)

˙̂a = − i
~
[
â, Ĥa

]
+ κ

2 â−
√
κex

2 â
(R)
out +

√
κex

2 â
(L)
out −

√
κif̂out, (A.12)
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where the superscript ‘R’ and ‘L’ stand for right-going and left-going waves. Enforcing

boundary conditions, we find,

â
(R)
out − â

(R)
in =

√
κex

2 â, (A.13)

−â(L)
out + â

(L)
in =

√
κex

2 â, (A.14)

f̂out − f̂in = √κiâ (A.15)

A.1.4 End-Coupled, Double-Sided

Starting with the same equations as the side-coupled/double-sided case, and enforcing bound-

ary conditions we find,

â
(R)
out + â

(L)
in =

√
κex

2 â, (A.16)

â
(L)
out + â

(R)
in =

√
κex

2 â, (A.17)

f̂out − f̂in = √κiâ. (A.18)

A.2 Boundary Conditions Perturbation

In Chapter 1, we have tried to understand the effects of various dielectric geometries on the

flow of light. We found that placing boundary conditions, in the appropriate geometry results

in the creation of optical modes. A natural question to ask at this point is what happens

to the modes if we perturb the dielectric in some way? For example, we might expect that

shifting the position of the boundary, or the strength of some part of the dielectric will alter

the modes in some way. To make our statements more substantial, let’s consider a seemingly

simple problem. Suppose we have an interface between two dielectric materials, which are

locally flat, with the interface normal to the x-axis, centred at the origin. In keeping with

the notation of chapter 1, we will label the dielectric constants of each material as εi, and εe,
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respectively. Locally, this represents a small section of the boundary of a dielectric structure,

such as the one we encountered in the previous sections. We assume that we have already

solved the Helmholtz equation for this mode, which we denote as E0, which has resonant

frequency ω0.

Now, we consider the effect of a perturbation of the dielectric, which we parametrize by

the infinitesimal δα. This allows us to write our solution and frequency as a polynomial

series,

E = E0 + δαE1 + δα2E2 + ... (A.19)

ω =ω0 + δαω1 + δα2ω2 + ... (A.20)

For our purposes, it will suffice to only find a first order correction. Placing our series

solutions into the Helmholtz equation, we find,

∇2 (E0 + δαE1 + ...) =
(
ω0 + δαω1 + ...

c

)2 (
ε+ δα

dε

dα
+ ...

)
(E0 + δαE1 + ...) . (A.21)

Equating terms proportional to δα, we derive the expression,

∇2E1 =
((

ω0

c

)2 dε

dα
+ 2ω0ω1

c2 ε

)
E0 +

(
ω0

c

)2
εE1. (A.22)

Our original solution obeys the relation
∫

E∗0E0dv = const, and our normalization conditions

demand that the new mode solution equal the same constant. So we must have,
∫

E∗0E0dv =∫
(E∗0 + δαE∗1) (E0 + δαE1) dv. This implies orthogonality, namely,

∫
E∗0E1dv =

∫
E∗1E0dv =

0. Using this in Eq. A.2, we arrive at the solution for first order perturbations,

ω1 = dω

dα
= −ω0

2

∫ dε
dα
|E0|2dv∫

ε|E0|2dv
(A.23)
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We note here, that there is no restriction that ω1 is real. Perturbation theory only requires

that ω0 is real, such that the orginal problem is Hermitian. We could then, for example, use

this expression to calculate the effect of adding loss to the dielectric constant.

While the above expression may be easily applied to changes of the strength of dielectrics,

either by adding or subtracting a small real or imaginary part, we will encounter problems

in the circumstance that the interface of the dielectrics shifts. To make this statement more

substantial, consider the dielectric function ε(x) = εi + (εe − εi)H(x− α), where H(x) is the

Heaviside step function. Calculating the perturbation term involves evaluating an integral

of the form,

∫
V

dε

dα
|E0|2dV =

∫
V

(
εi + (εe − εi)H(x− α)|E0(x, y, z)|2

)
dV (A.24)

=
∫
V

(εe − εi)δ(x− α)|E0(x, y, z)|2dV

=
∫
A

(εe − εi)
(
|E⊥(α, y, z)|2 + |E‖(α, y, z)|2

)
dA,

where in the final step we have divided the electric field into components perpendicular and

parallel to the interface. The problem in evaluating this integral is that according to the

boundary conditions, stated in Eq. 1.9, we will have a discontinuity in E⊥ on either side of

the interface. In the case where the perturbation was in the bulk dielectric, this was not a

problem, as the interface had a negligible contribution. In the case of moving boundaries,

the perturbation occurs precisely where electric field is undefined!

On the face of it, this situation is somewhat disconcerting, however on reflection, we

can perhaps excuse this situation away. The material response, as given by the constitutive

relations, are a macroscopic approximation, to what is in reality a response of a very large

number of atoms, to an electromagnetic field. The approximation of a boundary defined by

a step function cannot be expected to accurately convey the situation to all scales. In reality

we would expect a smoother, or more blended response.
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Accordingly, we make use of a smoothing function with the property, lims→0 gs(x) = δ(x).

This allows us to define different effective dielectric constants for the perpendicular and

parallel components, ε‖ =
∫
gs(x− x′)ε(x′)dx and ε−1

⊥ =
∫
gs(x− x′)ε(x′)−1dx. As expected,

these each return the physical dielectric constant in the limit s→ 0.

Calculating the derivative of the perpendicular component, we find,

d

dα

1
ε(x)⊥

=
∫
gs(x− x′)

d

dα

( 1
εi
−
( 1
εe
− 1
εi

)
H(x′ − α)

)
dx′, (A.25)

=⇒ dε

dα
= − gs(x− h)ε(x)2

⊥

( 1
εe
− 1
εi

)
.

We will also require the derivative of the parallel component,

dε‖(x)
dα

=
∫
gs(x− x′)

d

dα
(εi − (εe − εi)H(x′ − α)) dx′, (A.26)

= gs(x− h) (εe − εi) .

Just as before, we calculate the numerator of our perturbation, to arrive at the following

surface integral,

∫
V

dε

dα
|E0|2dV = lim

s→0

∫
V

(
∂ε⊥
dα
|E⊥|2 + ∂ε‖

dα
|E‖|2

)
dV (A.27)

= lim
s→0

∫
V
gs(x− h)

(
(εe − εi) |E‖|2 −

( 1
εe
− 1
εi

)
ε(x)2|E⊥|2

)
dV

=
∫
A

(
(εe − εi) |E‖|2 −

( 1
εe
− 1
εi

)
|D⊥|2

)
dA.

Comparison with the boundary conditions of Maxwell’s equations show that all field com-

ponents are now continuous across the boundary.

At this point I want to summarize what we have derived in this section. Starting with

a mode solution for a particular dielectric geometry, we considered how slight perturbations

to the dielectric environment would affect the mode. These perturbations could be broken

down into two categories: (1) changes to the strength of the dielectric constant (2) changes
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to the location of the dielectric. For the first case, we find the expression,

dω

dα
= −ω0

2

∫
V

dε
dα

(
|E‖|2 + |E⊥|2

)
dV∫

V ε
(
|E‖|2 + |E⊥|2

)
dV

, (A.28)

where α parameterizes changes in the strength of the dielectric. For the second case, we find

the expression,

dω

dα
= −ω0

2

∫
V

(
(εe − εi)|E‖|2 + (ε−1

e − ε−1
i )|D⊥|2

)
dV∫

V ε
(
|E‖|2 + |E⊥|2

)
dV

, (A.29)

where α parameterizes changes in the boundaries between different dielectrics.

A.3 Optomechanical Scattering Rates and Spectrums

In the main text, we used the fact that an external force acting on a harmonic oscillator can

be described in terms of the spectrum of the force operator. To make this more clear, we

adapt the arguments of Schoelkopf et al. [99]. We describe the harmonic oscillator with the

usual Hamiltonian Ĥb = ~ωbb̂
†b̂, and describe the action of some time varying external force

acting on the harmonic oscillator by Ĥint(t) = −F̂ (t)x̂. We wish to find how the harmonic

oscillator will evolve under these Hamiltonians.

We will assume that the coupling is weak, such that time dependent perturbation theory

is valid. Furthermore, we assume that the system is separable into a subspace of the harmonic

oscillator, and the external force. This gives,

|ψ(t)〉 ⊗ 1 =
(

1 + i

~

∫ t

0
AF̂ (τ)x̂dτ

)
|ψ(0)〉 ⊗ 1. (A.30)
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From this, we can immediately calculate the amplitude for the harmonic oscillator initially

in state n to be found in state n+ 1 after an interval t, provided that t is small,

pn→n+1 = 〈n+ 1|
(

1 + i

~

∫ t

0
F̂ (τ)x̂dτ

)
|n〉

= ix0

~

∫ t

0
F̂ (τ) 〈n+ 1|

(
b̂e−iωbτ + b̂†eiωmτ

)
|n〉 dτ

= ix0
√
n+ 1
~

∫ t

0
F̂ (τ)eiωbτdτ. (A.31)

where we have inserted the evolution of b̂(t) and b̂†(t) in the absence of force coupling.

Squaring the above function to find the probability gives,

Pn→n+1 = x2
0(n+ 1)
~2

∫ t

0

∫ t

0
F̂ (τ)F̂ (τ ′)eiωm(τ−τ ′)dτdτ ′. (A.32)

At this point it would appear that we cannot make any headway without explicit in-

formation regarding the evolution of the force operator. We can sidestep this, however, by

making use of the statistical information we have available about this force operator. Taking

the average over the subspace of the force operator and assuming that it is not significantly

affected by coupling to the harmonic oscillator, we find,

P n→n+1 = x2
0(n+ 1)
~2

∫ t

0

∫ t

0
〈F̂ (τ ′)F̂ (τ)〉eiωm(τ ′−τ)dτ ′dτ. (A.33)

Assuming a stationary process we have that 〈F̂ (τ + ∆τ)F̂ (τ)〉 = 〈F̂ (∆τ)F̂ (0)〉. In this case

the Wiener–Khinchin theorem will be valid, and we have the relations for the spectrum of

the force operator,

SF̂ F̂ (ω) =
∫ ∞
−∞

eiωt 〈F̂ (t)F̂ (0)〉 dt (A.34)

〈F̂ (t)F̂ (0)〉 =
∫ ∞
−∞

e−iωtSF̂ F̂ (ω)dω (A.35)
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This can be inserted into Eq. A.33 with the substitution τ ′ → τ −∆τ , which gives,

P n→n+1 = x2
0(n+ 1)
~2

∫ t

0

∫ t−∆τ

−∆τ

∫ ∞
−∞

ei(ω+ωm)∆τSF̂ F̂ (ω)dωd∆τdτ

= x2
0(n+ 1)
~2

∫ t

0

∫ ∞
−∞

δ(ω + ωm)
2π SF̂ F̂ (ω)dωdτ

= t
x2

0(n+ 1)
~2 SF̂ F̂ (−ωm). (A.36)

This gives the rate of change Γn→n+1 = x2
0(n+1)
~2 SF̂ F̂ (−ωm). Proceeding with much the same

arguments, one can also derive the rate Γn→n−1 = x2
0n

~2 SF̂ F̂ (ωm).

A.3.1 Backaction–Shot Noise Uncertainty

As discussed in the main text of the thesis, shot noise and backaction noise are not decoupled.

If one increases the strength of the control laser in order to reduce the shot noise, one will

necessarily increase the backaction noise, and vice versa. While this argument is probably

intuitive, a qualitative calculation is useful in order to precisely state the Standard Quantum

Limit for this system. In what follows, we will attempt to convey and simplify the arguments

of Clerk et. al [98].

(a) ∆x

∆N

∆θ?

∆x

∆N

∆θ?

(c)

Q times

P

X

∆N

∆θ
(b)

Figure A.2: (a) Illustration of the number-phase uncertainly relation for large coherent

states. (b) Backaction of a mirror-spring system. (c) Backaction of a cavity optomechanical

system.
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It can be shown that a coherent state will in the limit of large photon number, N , obey

a number–phase uncertainty principle [98]. Furthermore, coherent states obey Poissonian

statistics. This sets the following relations,

∆N∆φ = 1
2 , Phase-Number Uncertainty (A.37)

(∆N)2 = N, Poissonian Statistics (A.38)

where in the above ∆N is the number uncertainty, ∆φ is the phase uncertainty, and N is

the average photon number.

Using the same language as the main text we can write the amplitude of the coherent

state as a displaced vacuum state α̂in = αin + âin, where αin is the classical amplitude,

and âin is a vacuum noise operator. All operators here are normalized to photon flux, so

we have applied the “in” subscript as in the main text of the thesis to remind us of this

fact. As in the main text we assume a stationary process, and the two-time correlators are

〈α̂†in(t)α̂in(0)〉 = 0 and 〈α̂in(t)α̂†in(0)〉 = δ(t). Finally, we note that the photon number flux

operator may be written in terms of the above definitions as ˆ̇N =
(
α∗in + â†in

)
(αin + âin), and

the average photon flux is simply Ṅ = |αin|2.

We are now ready to define two spectrums that will be useful in our calculation. First

we give the spectrum for the photon number flux,

S ˆ̇N ˆ̇N(ω) =
∫
eiωt

〈(
ˆ̇N(t)− Ṅ

)(
ˆ̇N(0)− Ṅ

)〉
dt (A.39)

=
∫
eiωt

〈((
α∗in + â†in(t)

)
(αin + âin(t))− |αin|2

)
×((

α∗in + â†in(0)
)

(αin + âin(0))− |αin|2
)〉

dt

=
∫
eiωt

〈
α∗inâin(t)â†in(0)αin

〉
dt

=
∫
eiωt |αin|2 δ(t)dt

=Ṅ .
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This spectrum gives the shot noise of the incident light. Note that in the first step we have

subtracted off the DC component of the photon flux as it does not contain the information

we are interested in. One could measure this spectrum, for instance, with an AC-coupled

photodetector connected to a spectrum analyzer.

The second useful spectrum is the phase fluctuation spectrum. To simplify matters, we

take the phase on average zero. In this case we write the small angular fluctuations away from

zero in terms of the quadrature operators X̂ = 1/
√

2
(
α̂†in + α̂in

)
and Ŷ = i/

√
2
(
α̂†in − α̂in

)
.

We can then write the approximate expression,

θ̂ ≈ ŷ

〈x̂〉
=
i/
√

2
(
α̂†in − α̂in

)
1/
√

2
〈
α̂†in + α̂in

〉 ≈ i
(
â†in − âin

)
2α2

in
=
i
(
â†in − âin

)
2Ṅ

. (A.40)

In the above we have explicitly taken the state to be aligned to the x-axis by taking αin to

be real. We can find the phase spectrum by using Eq. A.40 as,

Sθ̂θ̂(ω) =
∫
eiωt

〈
θ̂(t)θ̂(0)

〉
dt (A.41)

=− 1
4Ṅ

∫
eiωt

〈(
â†in(t)− âin(t)

) (
â†in(0)− âin(0)

)〉
dt

= 1
4Ṅ

∫
eiωt

〈
âin(t)â†in(0)

〉
dt

= 1
4Ṅ

∫
eiωtδ(t)dt

= 1
4Ṅ

Suppose that this coherent state models a laser beam which we measure using a homodyne

measurement for some time interval 0→ T. Using Eqs. A.37 - A.39, and defining the average

photon flux as Ṅ we find,

(∆N)2 = N = ṄT = S ˆ̇N ˆ̇NT. (A.42)

In the above we have defined the photon flux spectrum S ˆ̇N ˆ̇N .
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Similar manipulations of the phase uncertainty, and the use of Eq. A.41 lead to the

relations,

(∆θ)2 = 1
4 (∆N)2 = 1

4N = 1
4ṄT

= Sθ̂θ̂
T
, (A.43)

where in the last inequality we have defined phase spectrum. On first impressions, the factor

of T in the denominator may seem to be rather odd, especially when compared to Eq. A.42,

where T is in the numerator. However, in the former case, consider that we wish to measure

phase, which is accomplished by finding the average value of the phase readout over the

interval. In the later case, we are interested in finding the total number of photons over an

interval, so we multiply the average flux by the time interval.

Multiplying Eqs. A.42 and A.43 together, we find the flux–phase spectrum uncertainty

relation,

S ˆ̇N ˆ̇NSθ̂θ̂ = 1
4 (A.44)

Suppose that we compare the phase difference between a photon striking the mirror in

the equilibrium position, and striking the mirror when it has been displaced by an amount

∆x. Because the photon reflects, it will travel and additional distance 2x, which corre-

sponds to ∆φ = 2k∆x, where k is the wavevector of the photon. This allows us to relate

Simp
x̂x̂ = Sθ̂θ̂/4k2. In the same spirit, we note that a photon striking the mirror will im-

part a momentum 2~k, which gives the relation SF̂ F̂ = 4~2k2S ˆ̇N ˆ̇N . Inserting these last two

expressions into eq. A.44, we find,

S
imp
x̂x̂ (ω)SF̂ F̂ (ω) = ~2

4 . (A.45)

These results, although they have been calculated for the simple case of a beam striking

a mirror, are still valid for the case of an optical cavity provided we drive the cavity on

resonance. In this case changes in ∆x will, to good approximation, result in changes in the

phase of the intracavity light.
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Appendix B

Orbital-strain Interactions

B.1 Coordinates, Stress, and Strain

Stress, which has units of force per area, describes the situation where a force is applied

through a continuous media. Stress is written as a tensor with nine components, three for

the normal components, and the remaining six corresponding to sheer components. This can

be simplified even further by noting that the angular momentum of the infinitesimal piece

must be zero, meaning that the sheer terms must cancel each other out, namely σij = σji,

where σij are the components of the stress vector.

Strain, like stress is a represented as a rank-2 tensor. Unlike strain, it is unitless, repre-

senting the deformation of a material normalized by its original length. In one dimension,

for example, this could be written as ε = ∆l
l

, where ε is the strain, ∆l is the deformation,

and l is the original length. Strain is related to stress through the elasticity tensor, which is
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a continuum analogue to Hooke’s law. For diamond, this is written as [197]:



σxx

σyy

σzz

σyz

σzx

σxy



=



c11 c12 c12 0 0 0

c12 c11 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c44





εxx

εyy

εzz

εyz

εzx

εxy



, (B.1)

where {c11, c12, c44} = {1075, 139, 567} GPa [197]. This relation is particularly important in

calculating the response of a colour center to an external drive, as often the drive is most

easily related to stress, and the NV center to strain.

Colour centres can be oriented along one of four directions with respect to the unit crystal

axes, namely [111], [111], [111], and [111]. The Element 6 diamond samples we buy are nearly

all [100] cut diamond, so colour centres will never be precisely perpendicular to any face of

the diamond chip. The Hamiltonian for colour centres is most intuitively written in a basis

aligned to the colour centre, with the ẑ direction pointing along the colour centre axis by

convention. However stress and strain, unlike other perturbative fields such as magnetic and

electric fields, reside within the diamond material itself, and are consequently most naturally

described in a basis aligned with the unit crystal axes. As a consequence we will have to

transform between the lattice and the NV basis. Using the fact that the rotation matrix, R,

is both real and unitary, we can write this transformation as σ′ = RσRT . Then one choice

of rotation is R = Rz(45◦)Rx(54.7◦), where the other three rotations are related to this by

45◦ rotations about the z-axis.

As an aside, it worth noting that the strain interaction of an NV and the environment

will often (but not always) be written in terms of a deformation potential [205, 206]. A de-

formation potential describes a perturbation of a quantum state with respect to a particular
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strain, which satisfies the expression [207],

Hij = Dαβ
ij εαβ. (B.2)

In order to find the Hamiltonian describing strain coupling interactions in an NV, as

well as other interactions, one can make use of group theory arguments [208]. To see this,

consider some Hamiltonian Ĥ which is invariant under transformation by some unitary Û .

This fulfills the expression,

U †HU |ψ〉 = H |ψ〉 = E |ψ〉 . (B.3)

From this, it immediately follows that, H (U |ψ〉) = H |ψ′〉 = E |ψ′〉, which tells us that

changing the basis under the action of U will leave the energy of the Hamiltonian un-

changed. This is a powerful tool, as it allows us indirectly attain information about the

unknown eigenstates of the system simply by knowing the symmetry operations which leave

the Hamiltonian invariant. In the case of colour centre, for example, rotations of 120 de-

grees about the NV axis will leave the Hamilton unchanged in the absence of any externally

applied fields. A detailed discussion of this may be found in ref [208,209].

B.2 Orbital Strain

Using the above arguments, the interaction of colour centres with strain can be deduced.

These can be grouped into spin-strain interactions, which affects the spin degree of freedom,

and orbital-strain interactions, which directly affect the orbitals. These will not always be

present, as shown in Table B.1. Note that for highly strained samples, these terms can

become mixed. Written in terms of stress, for both the excited and the ground state, orbital

strain may be written as,

Hos =

α− β γ

γ α + β

 (B.4)
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Table B.1: Strain interactions in NV and SiV centres, for excited and ground states.
Coupling

Type
NV SiV

GS ES GS ES
Spin-strain Yes Yes No No

Orbital-strain No Yes Yes Yes

In the frame of the colour center, we have for stress,

α = (A1 − A2) (σxx + σyy) + (A1 + 2A2)σzz (B.5)

β = (B + C) (σxx − σyy) +
√

2 (C − 2B)σzx (B.6)

γ =− 2 (B + C)σxy +
√

2 (C − 2B)σyz (B.7)

Which can also be written in terms of strain as,

α =t⊥ (εxx + εyy) + t‖εzz (B.8)

β =d (εxx − εyy) + fεzx (B.9)

γ =− 2dεxy + fεyz, (B.10)

where,

t⊥ = (c11 − c12)A1 − c44A2 (B.11)

t‖ = (c11 + 2c12)A1 + c44A2 (B.12)

d = (c11 − c12)B + c44C (B.13)

f =c44C − (c12 + 2c11)B. (B.14)

This allows us to make some comparison between the NV and SiV stress and strains on

Table B.2 and Table B.3 [210,211]
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Table B.2: Stress comparison of NVs and SiVs.
Coupling term Units NV SiV
A1,e THz/GPa 2.23 ?
A2,e THz/GPa -5.85 ?
Be THz/GPa -1.58 0.484
Bg THz/GPa N/A 0.630
Ce THz/GPa -2.57 ?

Table B.3: Strain comparison of NVs and SiVs.
Coupling term Units NV SiV
t‖,e-t‖,g PHz/strain -3.6 1.7
t⊥,e - t⊥,g PHz/strain 5.39 0.078
de PHz/strain -2.93 1.8
dg PHz/strain N/A 1.3
fe PHz/strain -4.63 -0.720
fg PHz/strain N/A -0.250

B.3 Parallel Strain

B.3.1 Semi-Classical Treatment

Common to both the spin-strain and axial-strain Hamiltonians is the fact that a strain along

the axis of a colour centre will induce a shift in the energy separating the energy levels.

Under the assumption of a classical mechanical drive which is not significantly depleted by

interaction with the colour centre, we can deduce from the Hamilton that we will have a

shift in energy ∆ω = d‖ε‖ ±
√

(γBz)2 + (d⊥ε⊥)2 [126]. Treating our mechanics classically,

this allows us to rewrite the Hamiltonian governing our system as,

H = Ho +Hd (B.15)

Ho = ~ωcc (1 +Gx cos(ωmt))σ+σ− (B.16)

Hd = ~Ω
2
(
Ω+e−iωdt + Ω−eiωdt

)
(B.17)
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To account for dissipative effects, we can use the master equation approach, allowing the

two level system to exchange energy with a bath. This yields the expression,

ρ̇ = −i [H, ρ] + L
(√

κ(n+ 1)σ−
)
ρ+ L

(√
κnσ+

)
ρ (B.18)

= −i [H, ρ] + L
(√

κnσ−
)
ρ,

where L is the Limblad operator, and in the second line we have enforced that the optical

bath has zero thermal occupation. In order to find the emission and absorption spectrum

we will need to solve for the raising and operator of the system,

〈σ̇+〉 = Tr
{
σ+ρ̇

}
(B.19)

=− iωcc [1 +Gx cos(ωmt)] Tr
{
σ+σ+σ− − σ+ρσ+σ−

}
− i ~Ω

2
(
Tr
{
σ+σ+ρ− σ+ρσ+

}
e− iωdt + Tr

{
σ+σ−ρ− σ+ρσ−

}
eiωdt

)
+ κTr

{
σ+σ−ρσ+ − 1

2σ
+σ+σ−ρ−

1
2σ

+ρσ+σ−
}

In the rotating frame this simplifies to,

〈σ̇+〉 = i [∆ +Gx cosωmt] 〈σ+〉 − κ 〈σ+〉+ i ~Ω
2 (B.20)

This can rearranged with an integrating factor,

i ~Ω
2 exp

[
(− i ∆ + κ) t− iGx

ωm
sinωmt

]
(B.21)

= d

dt

(
〈σ+〉 exp

[
(− i ∆ + κ) t− iGx

ωm
sinωmt

])
.
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At this point we would like to Fourier transform our equation, however the sin in the exponent

poses a difficulty. To solve this we use the Jacobi-Anger formula: ei z sin θ = ∑∞
n=−∞ Jn(z)einθ.

Beginning with the left side of Eq. B.23, we find,

F
{

i ~Ωe(− i ∆+κ)t

2

∞∑
n=−∞

Jn

(
Gx

ωm

)
einωmt

}
(B.22)

= i ~Ω
2

∞∑
n=−∞

Jn

(
Gx

ωm

)
2πδ(ω + ∆− nωm + iκ),

Next we simplify the right side of side of Eq. B.23,

F
{
d

dt

(
〈σ+(t)〉 e(− i ∆+κ)t

∞∑
n=−∞

Jn

(
Gx

ωm

)
einωmt

)}
(B.23)

= iω
∞∑

n=−∞
Jn

(
Gx

ωm

) ∫ ∞
−∞
〈σ+(t)〉 e− i(ω+∆−nωm+iκ)tdt

= iω
∞∑

n=−∞
Jn

(
Gx

ωm

)
〈σ+(ω + ∆− nωm + iκ)〉 .

Using these last two results, we arrive at the solution,

〈σ+(ω)〉 = i ~Ω
2

∞∑
n=−∞

Jn

(
Gx

ωm

) 2πδ(ω)
− i(ω + ∆ + nωm) + κ

. (B.24)

From here we can calculate the florescence spectrum using, s =
∫∞
−∞ 〈σ+(t)σ−(t′)〉 e− iωtdt′ =

1
2π
∫∞
−∞ 〈σ+(ω)σ−(ω′)〉 dω′. For long time intervals, we can assume that we are dealing with

a stationary process, and invoke the quantum regression theorem to find,

S = |s|2 = ~2Ω2

4

∣∣∣∣∣∣i
∞∑

n=−∞

Jn
(
Gx
ωm

)
− i(ω + ∆ + nωm) + κ/2

∣∣∣∣∣∣
2

(B.25)

While Eq. B.25 is exact assuming a stationary process, it is rather unwieldy. In most

cases simpler expressions can be used. Here we identify three special cases,

1. Sideband resolved (ωm � κ)
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S(ω) = ~2Ω2

4

∞∑
n=−∞

J2
n

(
Gx
ωm

)
(ω + ∆ + nωm)2 + κ2/4 . (B.26)

2. Sideband resolved, weak coupling (ωm � κ,Gx),

S(ω) =~2Ω2

4

 1
(ω + ∆)2 + κ2/4 (B.27)

+ G2x2

4ω2
m

(
1

(ω + ∆ + ωm)2 + κ2/4 + 1
(ω + ∆− ωm)2 + κ2/4

).

3. Sideband unresolved, weak coupling (κ� ωm � Gx),

S(ω) =~2Ω2

4

 1
(ω + ∆)2 + κ2/4 + Gx

4ωm

(
1

(ω + ∆)2 + ωm(∆ + ω) + κ2/4 (B.28)

− 1
(ω + ∆)2 − ωm(∆ + ω) + κ2/4

).

B.3.2 Quantum Treatment

Single Colour Centre

For the sake of simplicity, here we will work with a two-level system and parallel strain. This

could represent, for instance, transitions between the ground state and one of the orbital

excited states, or even as we shall see later on the transitions between certain spin states.

In a frame rotating with the laser the Hamiltonian takes the form Ĥ = Ĥo + Ĥint + Ĥd,

which is a summation of Hamiltonians governing the two level system, the interaction with
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the strain, and external electromagnetic driving [206]. These terms are explicitly,

Ĥo = ~ωccσ̂
+σ̂− + ~ωmb̂†b̂ (B.29)

Ĥint = ~go
(
b̂+ b̂†

)
σ̂+σ̂− (B.30)

Ĥdrive = ~Ω
2
(
σ̂+e−iωdt + σ̂−eiωdt

)
(B.31)

where σ+, σ− are the raising and lowering operators of the two level system, b̂†, b̂ are the

raising and lowering operators of the harmonic oscillators representing the mechanics, go =

Gx0, is the strain coupling rate, and Ω is the Rabi frequency of the drive. As before, the

zero point fluctuations of the mechanics are denoted by x0.

In order to solve this we will look for an appropriate Schrieffer-Wolff transformation.

This is a unitary transformation which will cancel the interaction part of the Hamiltonian,

and allow us to uncover an effective Hamiltonian for low coupling strengths. In this case we

find [206,212],

Û = exp
[
go
ωm

(
b̂† − b̂

)
σ̂+σ̂−

]
. (B.32)

Using the exponential identity derived in Appendix C, we calculate,

ÛĤ0Û
† = ~ωccσ̂

+σ̂− + ~ωmb̂†b̂−
~g2

o

ωm
σ̂+σ̂− − Ĥint, (B.33)

ÛĤintÛ
† = Ĥint + 2~g2

o

ωm
σ̂+σ̂−, (B.34)

ÛĤdriveÛ
† = ~Ω

2

(
σ̂+e−iωdte

go
ωm

(b̂†−b̂) + σ̂−eiωdte−
go
ωm

(b̂†−b̂)
)
. (B.35)

In the transformed frame the Hamiltonian now reads,

Ĥ = ~ω′ccσ̂
+σ̂− + ~ωmb̂†b̂+ ~Ω

2

(
σ̂+e−iωdt+ go

ωm
(b̂†−b̂) + σ̂−eiωdt− go

ωm
(b̂†−b̂)

)
, (B.36)
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where ω′cc = ωcc − g2
o/ωm. As expected, Eq. B.36 does not have the linear interaction term

present in our original Hamiltonian. The effect of coupling to the mechanics is now contained

in the exponential terms. The slow dynamics of this coupling may be isolated by moving

into an interaction picture which rotates about the mechanical frequency and the drive laser

frequency. Note that this is quite similar to our treatment of the optomechanics Hamiltonian.

We find,

Ĥ = ~Ω
2 σ̂+σ̂− exp

(
−i∆t+ go

ωm

(
b̂†eiωmt − b̂e−iωmt

))
(B.37)

+ ~Ω
2 σ̂+σ̂− exp

(
i∆t− go

ωm

(
b̂†eiωmt − b̂e−iωmt

))
, (B.38)

where ∆ = ωd − ωcc and go/ωm plays a role analogous to the Lamb-Dicke parameter.

Expanding to lowest order in the exponential in order to isolate for the dynamics in weak

coupling,

Ĥ = ~Ω
2
(
σ̂+e

−i∆t + σ̂−e
i∆t
) (

1 + go
ωm

(
b̂†eiωmt − b̂e−iωmt

))
. (B.39)

This can be decomposed into three frequencies by setting the detuning and pulling out the

steady state terms, and then moving out of the interaction picture. Explicitly:

Ĥint(∆ = −ωm) = ~goΩ/2
ωm

(
σ̂+b̂+ σ−b̂

†
)
, (B.40)

Ĥint(∆ = 0) = ~goΩ/2
ωm

(σ+ + σ−)
(
b̂+ b̂†

)
, (B.41)

Ĥint(∆ = +ωm) = ~goΩ/2
2ωm

(
σ̂+b̂

† + σ̂−b̂
)
. (B.42)

Note that these three equations have optomechanical analoges in Eq. 4.33, Eq. 4.31, and

Eq. 4.34 respectively.
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Ensembles

By moving to a situation where one couples to multiple colour centres with the same me-

chanical mode, we can in priniple increase the interaction strength. To good approximation,

we can assume that the colour centres are spaced far enough apart that they do not interact

directly with each other. In this case Eq B.41 becomes,

Ĥint = ~Ω
2ωm

N∑
i=1

goi
(
σ+
i + σ−i

) (
b̂+ b̂†

)
. (B.43)

Note that we have indexed the strain coupling coefficient of each colour centre to account

for spatial variations in the strain. Supposing that we are sampling an area where the strain

is homogeneous (by, for example using a small laser spot size), we can simply us an average

strain coupling coefficient. We can now describe the ensemble in terms of the collective

spin operators Ŝ± = ∑N
i=1 σ̂±, Ŝz = ∑N

i=1 σ̂z [213]. From here we use the Holstein-Primakoff

transformation, which states for our super operators:

Ŝ+ = â†
√
N − â†â, (B.44)

Ŝ− =
√
N − â†ââ (B.45)

where N is the number of colour centres, and â†, â are the creation and annihilation operators

for a harmonic oscillator.

Supposing that we only pump the colour centres weakly with the control laser, we can

assume that we are highly unlikely to saturate any individual centre, and can approximate

Ŝ− ≈
√
Nâ and Ŝ+ ≈

√
Nâ†. This allows us to write the interaction Hamiltonian as

Ĥint = ~Ωg
2ωm

(
â+ â†

) (
b̂+ b̂†

)
, (B.46)
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where the effective coupling rate is g =
√
Ngo. This expression is analogous to Eq. 4.31, and

will allow us access to many of the same physical effects, such as cooling of the mechanical

mode, OMIT, and squeezing. Perhaps an even more interesting prospect would be to use

this in conjunction with an additional optical mode to realize wavelength conversion or

amplification of colour centre light to telecom frequency light.
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Appendix C

Useful Identities

Here we collect some mathematical identities which are useful for the work in the main

sections of the thesis. For some of the more uninutative of important identities we will

sketch out ‘proofs’.

C.1 Useful Transforms and Operators

Displacement Operator

D̂(α) = exp
(
αâ† − α∗â

)
(C.1)

This unitary operator can be used in the linearization of the optomechanical Hamiltonian.

It has the effect D̂†âD̂ = â+ α.

Polaron Transform

Û = exp
(
g0

ωm
â†â(b̂− b̂†)

)
(C.2)

This can be used to extract the Kerr nonlinearity in the canonical optomechanical Hamilto-

nian, where Û †ĤÛ = ~
(
ωm − g2

0
ωm

)
â†â+ ~ωmb̂

†b̂− ~ g2
0

ωm

(
â†â

)2
.
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Schrieffer-Wolff Transform

Û = exp
(
g0

ωm
|e〉 〈e| (b̂− b̂†)

)
(C.3)

Note that this is not a general Schrieffer-Wolff Transform, but one chosen to assist in solving

the problem of an NV coupled to a mechanical oscillator [206].

Holstein-Primakoff Transform

Ŝ+ = â†
√
N − â†â, (C.4)

Ŝ− =
√
N − â†ââ, (C.5)

Ŝz = â†â−N/2. (C.6)

In the above we are using the collective spin operators, which are sums of spin-1/2 operators

according to Ŝ± = ∑N
i=1 ŝ±, Ŝz = ∑N

i=1 ŝz [213].

C.2 Fourier Transforms

We use the Fourier transform definition f(ω) = 1√
2π
∫∞
−∞ f(t)e−iωtdt and the reverse transform

definition f(t) = 1√
2π
∫∞
∞ f(ω)eiωtdt. The following identities can be derived,

1. F [f ′(t)] = iωf(ω)

2. F [f ′′(t)] = −ω2f(ω)

3. F [f(t+ a)] = eiaωf(ω)

4. F [eatf(t)] = f(ω + ia)
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C.2.1 Useful Definitions

Dirac delta function

δ(t− u) = 1
2π
∫∞
−∞ e

iω(t−u)dω

Jacobi-Anger expansion

eiz cos θ = ∑∞
n−−∞ i

nJn(z)einθ, eiz sin θ = ∑∞
n−−∞ Jn(z)einθ, where n is an integer, and Jn are

Bessel functions of the first kind.

Autocorrelation

G(τ) = limT→∞
1
T

∫ T
0 v(t)v(t+ τ)dt = 〈v(t)v(t+ τ)〉.

Power Spectral Density

S(ω) = limT→∞
|v(ω)|2
T

= limT→∞〈|v(ω)|2〉

Wiener-Khinchin Theorem

S(ω) =
∫∞
−∞ e

−iωτG(τ)dτ , where G(τ) is the autocorrelation function. This is only valid for

a stationary process.

Wiener-Khinchin Theorem ‘proof’

Assuming that v is real, we can write this power spectral density as S(ω) = limT→∞〈v(ω)v(−ω)〉.

Using the one sided Fourier transform, signifying measurement from time 0 to T, we find

that,

S(ω) = lim
T→∞

1
2πT

(∫ T

0
e−iωtv(t)dt

)(∫ T

0
eiωt

′
v(t)dt′

)
. (C.7)
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This integration is to be performed over a square area in the t− t′ plane. Using the change

of variables t→ t′ + τ , we can convert the area of integration into a trapezoid as shown on

Fig C.1. Writing the trapezoid as the sum of two triangles results in,

S(ω) = lim
T→∞

1
2πT

(∫ T

0

∫ T−τ

0
e−iωτv(t′ + τ)v(t′)dt′dτ +

∫ 0

−T

∫ T

−τ
e−iωτv(t′ + τ)v(t′)dt′dτ

)

= 1
2π

(∫ T

0
e−iωτG(τ)dτ +

∫ 0

−T
e−iωτG(τ)dτ

)

− lim
T→∞

1
2πT

(∫ T

0

∫ T

T−τ
e−iωτv(t′ + τ)v(t′)dt′dτ +

∫ 0

−T

∫ τ

0
e−iωτv(t′ + τ)v(t′)dt′dτ

)

(C.8)

τ

-T

τ’
T

T

-T

τ

t’
T

T

Figure C.1: Change of integration variables for the Wiener-Khinchin theorem.

Provided that we measure for a time much longer than the correlation timescales of v, we

can discard the final line in the above expression. This gives the Wiener-Khinchin Theorem,

S(ω) =
∫ ∞
−∞

e−iωτG(τ)dτ. (C.9)

C.2.2 Operator Algebra

Quantum harmonic oscillator
[
â, â†

]
= 1,

[
n̂, â†

]
= â†, [n̂, â] = −â.
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Exponential identity

esX̂ Ŷ e−sX̂ = Ŷ + s
[
X̂, Ŷ

]
+ s2

2!

[
X̂,

[
X̂, Ŷ

]]
+ s3

3!

[
X̂,

[
X̂,

[
X̂, Ŷ

]]]
+ .....

Harmonic oscillator exponential identity

esâ
†ââ†e−sâ

†â = e−s, esâ†ââe−sâ†â = es.

Exponential identity ‘proof’

Following the arguments of [214] [215], we define a super-operator, Ôx which has the effect

ÔxŶ = X̂Ŷ − Ŷ X̂ on some operator, Ŷ . Next we use this definition to simplify the following

expression:

d

ds

(
esX̂ Ŷ e−sX̂

)
= sX̂esX̂ Ŷ e−sX̂ − esX̂ Ŷ sX̂e−sX̂ = s

[
esX̂ Ŷ e−sX̂ , X̂

]
= sÔx

(
esX̂ Ŷ e−sX̂

)
.

(C.10)

Next we define yet another operator, P̂ (s) which has the effect P̂ (s)Ŷ = esX̂ Ŷ e−sX̂ . With

this definition our previous expression now reads,

d

ds
P̂ (s)Ŷ = sÔxP̂ (s)Ŷ → d

ds
P̂ (s) = sÔxP̂ (s). (C.11)

This gives the solution P̂ (s) = esÔx . Placing this solution into our original definition for the

action of P̂ , we find:

esX̂ Ŷ e−sX̂ = esÔxŶ = Ŷ + s
[
X̂, Ŷ

]
+ s2

2!
[
X̂,

[
X̂, Ŷ

]]
+ s3

3!
[
X̂,

[
X̂,

[
X̂, Ŷ

]]]
+ .... (C.12)
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Harmonic oscillator exponential identity ‘proof’

With this identity, we would like to solve for the particular situation where Ŷ = â and

X̂ = â†â.

esâ
†ââe−sâ

†â = â+ s
[
â†â, â

]
+ s2

2!
[
â†â,

[
â†â, â

]]
+ s3

3!
[
â†â,

[
â†â,

[
â†â, â

]]]
+ ...

= â+ (−s)1â+ (−s)2

2! â+ (−s)3

3! â+ ....

= âe−s. (C.13)

One can follow the same argument to derive esâ†ââ†e−sâ†â = â†es.
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