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Abstract

This thesis presents a study of the four-wave mixing process in hot Rubidium vapor and

its applicability to generating arbitrary quantum states, both in the optical domain and

as atomic collective spin excitations. The four-wave mixing process involves a double Ra-

man scattering event, where conservation of energy and momentum entangle these Raman-

scattered photons. Heralding upon detection of one of these photons in a given mode projects

the other photon onto a single photon Fock state in a well-defined mode, which may serve

as a narrowband quantum light source that is compatible with atom-based quantum com-

munication protocols.

We integrate the existing technique of conditional measurements into our detection

scheme, which allows us to engineer more complex quantum states. Experimentally we

demonstrate the production of arbitrary superpositions of |0〉 and |1〉 in the optical Fock

basis. We also present a theoretical model of this process which incorporates experimental

complications such as losses, higher photon-number states, and a non-trivial temporal mode.

This scheme can be extended to generate arbitrary quantum states with increasing photon

numbers, at the expense of repetition rate.

The atomic nature of this four-wave mixing process has an added benefit in that it allows

access to excitations of the collective atomic ensemble. The optical results demonstrate the

creation of transient collective spin excitations, and we present a proposal to extend this

work to generate longer lived arbitrary collective atomic states.
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Chapter 1

Introduction

In this thesis, I will describe an experiment which investigates the use of a four-wave mixing

(FWM) process in hot Rubidium vapor to generate nonclassical states in both light and mat-

ter. A more detailed description of what it means to be nonclassical can be found in Chapter

2, but the core concept of nonclassicality is any state which can’t be described by classical

mechanics. The acts of storing, measuring, and transmitting this nonclassical information

are at the center of experimental quantum information science. The natural candidate for

transmission of this quantum information is the photon, driven by its ability to travel at the

speed of light and its tendency to interact with the environment only very weakly [3]. As

a result, a number of important quantum effects have been reformulated and demonstrated

in the optical domain. A test of the famous EPR paradox proposed by Einstein, Podol-

sky and Rosen [4] was proposed by Bell [5] and then reformulated optically in the more

experimentally convenient CHSH inequality [6], which was later demonstrated experimen-

tally [7]. The interference between indistinguishable photons led to quantum interference

effects such as the Hong Ou Mandel effect [8]. Hanbury Brown and Twiss’s experiment

on photon-antibunching initiated the concept of characterizing a state from the counting

photons and inferring the photon number statistics [9]. All in all, photons have been fertile

ground for quantum physics over the last century, and likely will stay that way well into the

next century.

The applications of nonclassical states are quite diverse, and in recent years there has

been significant progress to developing quantum optical technologies using these states. One

of the most significant of these is the development of quantum cryptography, which promises

unconditionally secure communications [10] by generating a shared key over a quantum
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channel. These quantum key distribution protocols are in practice limited in the distance

that they can function due to optical losses and equipment limitations, and as such there

is considerable interest in the development of quantum repeaters that would allow for the

extension of this distance [11, 12]. These protocols typically use qubits, the quantum ana-

logue of a binary classical bit as the carrier of information and as such, to implement these

systems requires a reliable and efficient method for the creation and measurement of these

qubits.

Squeezed states have also garnered considerable interest for their application to precision

measurements. They have been applied to the development of increasingly sensitive time

standards [13] and to enhanced sensitivity for ultra-precise interferometers used as gravita-

tional wave detectors [14], among other metrology applications [15]. Entangled states such as

Bell states and two-mode squeezed states have found applications in quantum teleportation

[16], long distance entanglement distribution [17], quantum networks [18], and quantum com-

putation [19]. All of these require the generation and measurement of certain nonclassical

states, and ultimately we strive towards complete control over the Hilbert space of the states

that are used. For a single mode state, this can be achieved using projective measurements,

akin to the procedure demonstrated by Bimbard et al. [20]. Use of this technique has shown

the generation of an arbitrary optical superposition state up to n = 2 in the Fock basis,

and in principle this can be extended to higher photon numbers at the expense of decreased

generation rate.

While optical systems are ideal for the communication of information, the storage of infor-

mation on photons is not ideal as they tend not to stay in one place. For this purpose, many

other systems are strong candidates, including collective atomic systems, superconducting

circuits, trapped ions, and quantum dots. However, the manipulation and engineering of

quantum states in these systems is not as widely developed as it is for light, and the usable

techniques vary from system to system. Some examples of quantum state engineering in
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these systems include: superconducting circuits [21], trapped ion ensembles [22], and quan-

tum dots [23]. Collective atomic systems are much more difficult to manipulate directly, as

the excitation is distributed across all of the atoms and it is not easy to directly access. In

this thesis, we describe a method for manipulating the state of a collective atomic excitation

indirectly, by generating entanglement between the collective atomic state and an optical

state, then performing projective measurements on the optical state. Engineering arbitrary

quantum states of these collective atomic excitations can find applications in quantum mem-

ories [24], quantum repeaters [11], quantum logic gates [25], and quantum metrology [26].

The standard method for generating nonclassical light is a nonlinear optical process

known as spontaneous parametric down-conversion (SPDC). In this process, a single high-

frequency photon is efficiently converted to two low-frequency photons, where conservation

of energy and momentum entangles these photons together [27]. These photons are always

generated in pairs, and the output can be shown to be a two-mode squeezed state. By

heralding upon the measurement of a single photon in one of these modes, the other mode

is projected onto a single photon Fock state, thus making this a practical source of single

photons as well [28]. One drawback to this technique is the large bandwidth of the output

photons, which can be dealt with by filtering down to a suitable bandwidth at the cost of

greatly reducing the rate of usable photon pair events [29]. Another approach is to place the

SPDC process in an optical cavity [30, 31].

An alternative method for generating nonclassical light is a third-order nonlinear effect

known as four-wave mixing (FWM). In this process, two input photons are absorbed and

then a pair of entangled output photons are emitted. Similar to SPDC, this creates a two-

mode squeezed state that can be made into a single photon source, which is the approach

taken in this work. The first demonstration of squeezed light was generated this way [32].

More recently, the DLCZ protocol [11] has led to the development on an on-demand photon

source [33, 34, 35] from atomic excitations. By placing the ensemble of atoms in a high
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finesse cavity, a photon source with very narrow bandwidth and high brightness has been

demonstrated [36]. Recently, the efficient generation of squeezed light has been demon-

strated at levels comparable to SPDC [37]. One of the advantages of FWM is that it has a

much narrower bandwidth than SPDC, leading to a high ratio of generated events to signal

bandwidth, which is known as spectral brightness [38]. Our own previous work has shown

high efficiency generation of single photons comparable to SPDC, while maintaining a high

spectral brightness [1].

Another major appeal of this FWM process is that it allows for manipulation and mea-

surement of the collective atomic state. By following along the lines of the DLCZ protocol,

the two Raman scattering events involved in FWM can be time separated. After the first

Raman scattering, the excitation of the collective atomic state is entangled with the Raman-

scattered photon. Conditional measurements can be performed on this photon, projecting

the atomic state onto an arbitrary, controllable superposition state. This state can then

be read out optically via the second Raman scattering event, returning the atoms to their

original state.

The purpose of this thesis is to demonstrate the generation of arbitrary optical qubits

from an atomic FWM source. We aim to show that FWM is competitive with SPDC and

investigate the effects of losses in our system. We characterize the qubit using homodyne

tomography. Determination of the signal temporal mode is important for efficient state re-

construction, and we descibe advancements for experimental determination of this temporal

mode. Furthermore, we describe the potential extension of our experiment into a DLCZ

scheme, allowing for the creation of arbitrary collective atomic excitations.

This thesis is organized as follows. Chapter 2 provides some background information

about nonclassical states and how we can define and classify them. A description of the

various methods of experimentally detecting and classifying quantum states of light is also

given. Chapter 3 describes the four-wave mixing process used in this experiment and its
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application to generating nonclassical states of light. Experimental results and a charac-

terization of our system as a nonclassical light source are given. Chapter 4 describes the

quantum state engineering technique, and experimental results for generating arbitrary op-

tical qubits are shown. A theoretical model incorporating experimental imperfections is

presented and applied to the experimental data, and a promising avenue for overcoming one

of these experimental limitations is discussed. Chapter 5 describes an extension of this work

to atomic state engineering, and presents our progress towards this goal. Chapter 6 presents

a summary of our work, along with an outlook for the future steps in this project.
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Chapter 2

Quantum States

2.1 Quantum Light

Over the course of history, light has been thought of in many ways. The classical description

of light considers it as a wave, which acts as a solution to Maxwell’s equations for a particular

geometry. However this description turned out to incomplete and could not account for the

results of experiments such as the Planck distribution for black-body radiation [39], or the

Compton effect [40]. These phenomena required the quantization of the electromagnetic

field to explain, and in this way the idea that light is made up of quantized photons was

developed. Interestingly, one of the experiments at the forefront of the development of a

quantum mechanical description of light was the photoelectric effect, which can actually be

explained using a classical electromagnetic field description with quantization of atoms and

electrons [41].

Classical electromagnetism tells us that the solutions to Maxwell’s equations in free space

can be broken up into spatio-temporal modes u(~x, t), which collectively give a complete

description of the field. The simplest of these modes are plane waves, which for some

polarization have u(~x, t) = ei(
~k·~x−ωt) [42]. These plane waves form the Fourier components

of the electromagnetic field, and thus more complex modes can be written as a sum of these

plane wave modes. A quantum mechanical description of the electromagnetic field tells us

that each of these modes behaves as a quantum simple harmonic oscillator (QSHO). We

associate an annihilation operator â to a given mode, and then the Hamiltonian for that

mode in terms of â becomes:

Ĥ = ~ω
(
â†â+

1

2

)
(2.1)

Given that the properties of the QSHO are well-known, we can use it to characterize the
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quantum state of one of these spatio-temporal modes.

Following the basic theory of quantum mechanics, we define quadrature operators from

the creation and annihilation operators:

X̂ =
â† + â√

2
(2.2)

P̂ = i
â† − â√

2
(2.3)

We can rewrite the Hamiltonian in terms of these quadrature operators, yielding the expres-

sion:

Ĥ =
1

2
~ω
(
X̂2 + P̂ 2

)
(2.4)

Despite the creation and annihilation operators having fundamental theoretical impor-

tance, the quadrature operators are particularly useful as they are Hermitian and thus can

be physically measured. The eigenstates of these operators, while not normalizable, are

mathematically convenient to use and are defined by: X̂|X〉 = X|X〉, P̂ |P 〉 = P |P 〉. These

eigenstates are related to each other following:

〈X|X ′〉 = δ(X −X ′) (2.5)

〈P |P ′〉 = δ(P − P ′) (2.6)

〈X|P 〉 =
1√
2π
eiPX (2.7)

Using the canonical commutation relation [â, â†] = 1 we find that [X̂, P̂ ] = i and thus

the quadrature operators must obey the uncertainty relation [43]:

〈∆X2〉〈∆P 2〉 ≥ 1

4
(2.8)

We can also define the number operator as:

n̂ ≡ â†â (2.9)

This number operator is another useful physical observable, corresponding to the number of

photons in the field. The eigenstates of the number operator are known as Fock states and
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are denoted by |n〉 for n ≥ 0. The creation and annihilation operators act on the Fock states

by adding or removing an excitation respectively from the electromagnetic field by:

â†|n〉 =
√
n+ 1|n+ 1〉 (2.10)

â|n〉 =
√
n|n− 1〉 (2.11)

Starting from the vacuum state |0〉, we can construct any Fock state using the creation

operator:

|n〉 =
(â†)n√
n!
|0〉 (2.12)

From the Hamiltonian (2.1) we see that these Fock states correspond to energy eigenstates

with eigenvalue ~ω(n+ 1
2
). The Fock states form an orthonormal basis

〈m|n〉 = δmn (2.13)

which is used as the canonical basis in which arbitrary quantum states are represented in

this work.

Another useful description of a state is given by its wavefunction in the quadrature basis

ψ(X) = 〈X|ψ〉. For Fock states this is given by:

ψn(X) =
e−

X2

2

π1/4
√

2nn!
Hn(X) (2.14)

where Hn(X) is the Hermite polynomial of order n. In the event that there are no excitations

of the field (called the vacuum state where n = 0), the wavefunction is given by the minimum-

uncertainty Gaussian mode ψ0(X) = 1
π1/4 e

−X
2

2 .

Although we have defined the Fock states as number eigenstates of a QSHO, they have

properties that are very different from what one would expect for a classical harmonic oscil-

lator. For example, the mean value of the quadratures of a Fock state is zero, as compared

to the 〈X(t)〉 = X(0) cos(ωt) + P (0) sin(ωt) behavior that would expect for say, a classical

pendulum. We expect though that the quantum description should be able to predict the
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behavior of classical systems in the large quantum number limit, which does not hold at all

for pure Fock states. From this, the need arises for a pseudo-classical state which behaves

like a classical harmonic oscillator in the classical limit. This state, known as a coherent

state, was initially discovered by Schrödinger [44] as he was searching for a quantum state

with classical-like properties to satisfy the correspondence principle. More practically for

this work, it described in terms of quantum optics by Glauber [45]. It is formally defined as

an eigenstate of the annihilation operator:

â|α〉 = α|α〉 (2.15)

Here, α describes the amplitude and phase of the state and is complex-valued in general.

Note that α = 0 is also valid, indicating that the vacuum state is also a coherent state with

zero amplitude. The coherent state has several important properties which we take advantage

of in this work. It is also the state of a laser output, which makes it easily obtainable in a

lab setting [46].

We can express these coherent states in the Fock basis, where unlike the individual Fock

states they do not have a definite photon number:

|α〉 = e−
|α|2

2

∞∑
n=0

αn√
n!
|n〉 (2.16)

Here the photon number probability follows a Poissonian distribution. The mean photon

number of a coherent state can be calculated as:

〈n〉α = 〈α|â†â|α〉 = α∗α〈α|α〉 = |α|2 (2.17)

and similarly, the photon number variance is:

〈∆n2〉α = 〈n2〉α − 〈n〉2α = |α|2 (2.18)

Note that coherent states are minimum uncertainty states satisfying the equality in Equation

(2.8):

〈∆X̂2〉α =
1

2
(2.19)
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indicating that even coherent states with non-zero amplitude have the same quadrature

variance as vacuum. In fact, one can write a coherent state in terms of the phase-space

displacement operator as |α〉 = D̂(α)|0〉, with the displacement operator defined as:

D̂(α) = eαâ
†−α∗â (2.20)

We can determine the time evolution of these states using the evolution operator e−iĤt/~:

|α(t)〉 = e−iĤt/~|α(0)〉 = e−iωt/2|e−iωtα(0)〉 (2.21)

Considering that |e−iωtα(0)〉 is also a coherent state with simply a different phase, we see that

coherent states evolve by plotting a circular trajectory in phase-space. Thus, these coherent

states follow a trajectory similar to a classical harmonic oscillator: 〈X(t)〉 = 〈X(0)〉 cos(ωt)+

〈P (0)〉 sin(ωt).

2.2 Density Matrix and Wigner Function

Up to this point, each quantum state that we have introduced has been representable by

a single state vector |ψ〉. These are the so called pure states, which can be represented

as quantum superpositions of the basis eigenvectors. However, there is another class of

states known as mixed states, which are statistical mixtures of multiple pure states and thus

cannot be represented using a single state vector. For these states, it is useful to introduce

the density operator:

ρ̂ =
∑
i

Pi|ψi〉〈ψi| (2.22)

where Pi is probability of the system being found in state |ψi〉. The density matrix has a

few useful properties as expressed below:

〈Â〉 = Tr[ρ̂Â] (2.23)

Tr[ρ̂] = 1 (2.24)
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Typically the Fock basis is chosen to represent density matrices, in which case we can expand

out the elements as follows:

ρmn = 〈m|ρ̂|n〉 =
∑
i

Pi〈m|ψi〉〈ψi|n〉 (2.25)

The definition of the density operator allows for the introduction of one the most experi-

mentally relevant mixed states, which is known as the thermal state. This is the state that is

produced by a randomly emitting, incoherent source of photons, such as a heated filament.

This state requires a statistical mixture of photons to represent, and has a density matrix

given by:

ρ̂ =
1

G

∞∑
n=0

(G− 1

G

)n
|n〉〈n| (2.26)

where G ≡ 1
1−e−β = n̄ + 1, with β = ~ω

kBT
related to the thermal state temperature and

n̄ being the mean number of photons in the field. One can calculate the photon number

variance 〈∆n2〉 = n̄2 + n̄ and the quadrature variance 〈∆X2〉 = n̄+ 1/2.

Classically, one of the most useful ways to characterize the state of a system is to look at

its trajectory in phase space. For an ensemble of identically prepared objects, one can define

the classical phase space density function Wc(X,P ) from which the probability of finding the

object in a region R of phase space is given by PR =
∫∫

R
Wc(X,P )dXdP . Since classically the

phase space density function can be arbitrarily narrow, the definition of probability requires

that the Wc is real and non-negative. In order to determine Wc, we can experimentally

measure either of the coordinates X and P repeatedly and build up a statistical distribution

of the results. These probability distributions Pr(X) and Pr(P ), known as marginal or

quadrature distributions, are related to the phase space density function by:

Pr(X) =

∫ ∞
−∞

Wc(X,P )dP (2.27)

Pr(P ) =

∫ ∞
−∞

Wc(X,P )dX (2.28)

Quantum mechanically, we cannot define a phase space probability function in the same

way, since this would require simultaneous determination of both X and P. We know these
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do not commute and must follow the uncertainty relation (2.8). What we can do however, is

measure a particular coordinate for an ensemble of identically prepared quantum states and

then build up the marginal distributions. This could be X, P, or a generalized coordinate

which can be any linear combination of the two:

X̂θ ≡ X̂ cos θ + P̂ sin θ (2.29)

Although it no longer has a meaning as a probability distribution, we can still define a

phase-space function that satisfies the marginal relations (2.27, 2.28) in the quantum case.

This function, called the Wigner function [47], is defined by:

W (X,P ) =
1

2π

∫ ∞
−∞

eiPQ
〈
X − Q

2

∣∣∣ρ̂∣∣∣X +
Q

2

〉
dQ (2.30)

The Wigner function, although not a probability distribution, has many similarities to the

classical probability distribution. They are both real and normalized:
∫∫∞
−∞W (X,P )dXdP =

1. The marginal distribution for a general coordinate Xθ is obtained by projection onto the

Xθ axis:

Pr(Xθ) =

∫ ∞
−∞

W (Xθ, Pθ)dPθ (2.31)

The Wigner function is also linear with respect to the density matrix, so the Wigner function

for a mixed state is the sum of the Wigner functions of the constituent pure states. It uniquely

defines the state as well, since the density matrix in a given basis can be uniquely recovered

from the Wigner function [42]:

〈m|ρ̂|n〉 = 2π

∫∫ ∞
−∞

Wρ̂(X,P )W|m〉〈n|(X,P )dXdP (2.32)

Contrasting to the classical probability distribution, the Wigner function can take negative

values, and often does for states that can’t be represented classically. By the nature of the

marginal distributions representing probabilities though, each negative valley must necessar-

ily be surrounded by a positive hill so that the marginals are non-negative. A few examples

of Wigner functions for various states are shown in Figure 2.1, with the single photon Fock

state demonstrating these nonclassical valleys of negativity.
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For a given state in the Fock basis ρ̂ =
∑

m,n ρmn|m〉〈n|, we can express the Wigner

function in terms of the position wavefunctions:

W (X,P ) =
∑
m,n

1

2π

∫ ∞
−∞

eiPQψ∗m(X − Q

2
)ψn(X +

Q

2
)dQ (2.33)

This form is often useful practically for quick computation of Wigner functions.

2.3 Nonclassicality

In the field of quantum optics, one looks at all sorts of quantum optical states, which can

have very different properties and interactions. It is important to be able to classify and

communicate the states that we are working with. In some sense, since quantum optics

applies a quantum mechanical treatment to the electromagnetic field, all optical states are

quantum states. However, some of these states have a classical analogue and thus are

limited by the properties of classical mechanics, while other states do not. In this sense,

all states which cannot be expressed classically are nonclassical. As we have seen, the

coherent state has the properties of a classical harmonic oscillator, and we can use this to

help classify classical states from nonclassical states. Any quantum state that can expressed

as a statistical mixture of coherent states is defined as a classical state, while any quantum

state that cannot be expressed this way is a nonclassical state. There are several different

sufficient but not necessary nonclassicality criteria that can help to distinguish if a state is

nonclassical or not, a few of which are explored below.

2.3.1 Squeezing Criteria

The coherent state is a minimum uncertainty state, where 〈∆X2
θ 〉 = 1/2 for all θ so that the

equality of (2.8) is satisfied. While the uncertainty relation (2.8) holds true for all quantum

states, some states can have 〈∆X2
θ 〉 < 1/2 for some values of θ and a corresponding increased

variance along the orthogonal coordinate. These are known as quadrature squeezed states.

To see that any state satisfying 〈∆X2
θ 〉 < 1/2 for some θ is nonclassical, we can look at the
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Figure 2.1: Wigner functions and corresponding marginal distributions for various states.
(a) The vacuum state |0〉. (b) The single photon state |1〉. (c) A coherent state |α〉 with
α = 0.8. (d) A thermal state with β = 1.
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quadrature variance of a statistical mixture of coherent states. Each coherent state will have

a Gaussian marginal distribution with variance 〈∆X2
θ 〉 = 1/2. The marginal distribution

of a statistical mixture of two coherent states will then simply be the weighted sum of

the individual marginal distributions. Since the marginal distributions are necessarily non-

negative, the resulting sum will have a variance 〈∆X2
θ 〉 ≥ 1/2 with the equality only arising

if the marginal distributions are identical. Therefore, any state with 〈∆X2
θ 〉 < 1/2 cannot

be represented as a sum of coherent states and then is nonclassical.

2.3.2 Negativity of Wigner Function

The Wigner function of a coherent state is a Gaussian function that can be described as the

displacement of the vacuum Wigner function in phase space by D̂(α). Since the vacuum

Wigner function is non-negative at all points in phase space and Wigner functions add

linearly, the statistical mixture of multiple coherent states must necessarily also have a

Wigner function which is non-negative at all points in phase space. Thus, any state which

has a negative Wigner function cannot be expressed as a statistical mixture of coherent

states and is a nonclassical state. For an example of this, any odd Fock state has a highly

negative Wigner function at the origin Wρodd(0, 0) = − 1
π
.

2.3.3 Limits on ρ11

For a given density matrix, we may wish to be able to tell if it is nonclassical simply by looking

at some of its elements. Of particular relevance to this is the ρ11 density matrix element, as

we later characterize an experimental single photon source. For a coherent state, (2.16) gives

ρ11 = e−|α|
2|α|2 = n̄e−n̄ since n̄ = |α|2. Taking d

dn̄
ρ11 = (1− n̄)e−n̄ = 0, we find the maximum

value for ρ11 occurs when n̄ = 1, and has a value of ρ11 = e−1 ≈ 0.37. For a statistical mixture

of coherent states, ρ̂ =
∑

α cαρα, ρ11 =
∑

α cαρ11,α ≤ max[ρ11]
∑

α cα = e−1. Therefore, all

classical states have ρ11 ≤ e−1 and any state with ρ11 > e−1 must be nonclassical.
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2.4 Detection of Quantum Light

2.4.1 Intensity Detection

The typical way of detecting light is to take advantage of the photo-electric effect to convert

a photon flux into a current of electrons, which is much easier to amplify and measure

electronically. One of the most common detectors in optics is known as a photodiode, and

uses just this effect in a semiconductor diode. Incident photons excite electron-hole pairs,

which flow to separate ends of the diode in the presence of a bias electric field. This electric

current can then be amplified and measured on an oscilloscope in the lab. The probability

of an incident photon being converted to a photoelectron is known as the quantum efficiency

η. For silicon PIN photodiodes in the near-IR band, quantum efficiencies of η > 90% are

available.

One of the key parameters that we are often interested in measuring is the noise of the

detected light. As mentioned earlier, typical states of light have some variance in photon

number. Any classical state will have at least the variance of a coherent state, which is

given by 〈∆n2〉 = |α|2. This fundamental variance in the number of photons in the state

causes a corresponding noise in the photocurrent known as shot noise, and it sets a limit on

the minimum noise that can exist in a classical state. There can also be additional noise

introduced on top of this of course, often due to amplitude and phase fluctuations in the light

source or extra noise added in the amplification process. This noise is known as technical

noise or classical noise, and is introduced by imperfections in the equipment. It is possible to

distinguish these two types of noise using a 50:50 beamsplitter and two identical detectors.

Taking subtraction of the signals from each detector will cancel any technical noise that

exists in the beam leaving only the shot noise and electronic noise, while the sum of the

signals will give the technical noise on top of the shot noise and electronic noise. Since the

electronic noise can be measured by looking at the detector output with no input beam, all

three of these noise sources can be separated and measured.
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2.4.2 Single Photon Detection

Despite the relatively high quantum efficiency of photodiodes, sensitivity down to the single

photon level is out of the range of any basic photodiode. Even for a diode with perfect quan-

tum efficiency, one photon will only be converted to one photoelectron and a correspondingly

minuscule current that is not detectable without amplification. Typical minimum power for

a standard photodiode is on the scale of about 1nW, which for 795 nm light corresponds

to approximately 109 photons per second. The current this 109 photoelectrons per second

provides is still only on the order of 100 pA, which is near the limit of current electronics. 109

photons per second is quite far off from the single-photon resolution that we would ideally

like for nonclassical light detection, and restricts its applicability to measuring nonclassical

light states without some clever modifications of the equipment.

One of these clever modifications is taken advantage of in an avalanche photodiode

(APD). An APD increases the bias voltage immensely, so that emitted photoelectrons will be

accelerated to such high velocities that they will ionize other atoms upon impact, resulting in

an avalanche of electrons and a huge gain. When the bias voltage is set above the breakdown

voltage of the diode, a single photodetection will result in a huge, self-sustaining avalanche

of electrons, allowing for detection of a single photon. This regime is called Geiger mode or

trigger mode, as each single photon results in a huge trigger current with extremely quick

time resolution (on the order of 100ps). After each detection event, the avalanche must be

quenched by reducing the bias voltage below threshold, resetting the detector to allow for

additional single photon detections after a certain dead time. These components for Geiger

mode detection and quenching are combined in a single photon counting module (SPCM).

Unfortunately, these detectors cannot typically distinguish between single photons and mul-

tiple photons, as any photon number more than one will trigger an avalanche detection.

Simultaneous detection of two or more photon states can be done using multiple SPCM’s

with beamsplitters dividing a fraction of the beam into each one, and then conditioning on
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Figure 2.2: Homodyne detector. The photocurrents from one of the photodiodes is sub-
tracted from the other, and the resultant signal is sent to the acquisition card.

trigger events in each detector.

2.4.3 Homodyne Detection

So far, the intensity and SPCM measurements only give information about the photon

number distribution, which only gives the diagonal elements of the density matrix in the

Fock basis. Due to this, these measurements cannot distinguish between the pure state

|ψ〉 = α|0〉 + β|1〉 and the mixed state ρ = |α|2|0〉〈0| + |β|2|1〉〈1|, which differ in the off-

diagonal terms of the density matrix that represent a coherent, fixed phase relation between

the |0〉 and |1〉 components. However, the optical field oscillates at hundreds of THz, which

is way beyond the capabilities of current detectors to measure directly. To get around this,

we must take advantage of interference to cancel out any fast-oscillating terms at optical

frequencies.

Balanced homodyne detection (BHD) is another clever detection technique that uses this

interference idea to directly measure the phase-dependent quadrature distributions using a

pair of photodiodes, at the same time amplifying the normally undetectable signal from a

weak quantum state. The idea is shown in Figure 2.2. The incoming weak signal state is
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interfered with a strong coherent state |α〉 called the local oscillator (LO) on a 50:50 beam-

splitter. The two outgoing beams are then detected by a pair of identical photodiodes, and

the resulting photocurrents are subtracted from each other to give a final current which is

proportional to the quadrature of the signal state along the phase defined by the phase of

the coherent state. To see how this result comes about, we can see how the beamsplitter

transformation and subsequent subtraction of the two modes affects the creation and anni-

hilation operators of each mode. Defining the incident annihilation operator of the incident

signal mode as â and of the incident coherent state as b̂ = |α|eiθ, the outgoing modes of the

beamsplitter are then:

â1
′ =

1√
2

(â+ |α|eiθ) (2.34)

â2
′ =

1√
2

(â− |α|eiθ) (2.35)

The linear photodiode gives an output current that is given by î1,2 = gn̂1,2 where g is the

gain of the detector. Calculating the subtraction of the two currents gives:

îHD = î1 − î2

= g(â|α|e−iθ + â†|α|eiθ)

=
√

2g|α|(X̂ cos(θ) + P̂ sin(θ))

=
√

2g|α|q̂θ (2.36)

In this way, we can see that the homodyne detector current is linearly proportional to the

generalized quadrature q̂θ, and that the normal detector gain is multiplied by the amplitude

of the coherent state |α|. Considering that |α| can be made very large using a bright coherent

state, even very weak signal states with 〈n〉 < 1 can be measured that would otherwise be

too weak to detect using intensity measurements.

Of course, the derivation of Equation (2.36) is made under assumptions of ideal detector

behavior and perfect overlap of the signal and LO beams, which is typically not quite the

case experimentally. Any spatial or temporal mismatch between the signal and LO field,
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which can arise from the two fields having a different transverse beam profile or misaligned

k-vectors, may be quantified by the visibility V . This V is defined by:

V =
Imax − Imin
Imax + Imin

(2.37)

where the maximum and minimum intensities are the result of constructive and destruc-

tive interference between two fields of equal intensities, as the phase of one of the fields is

scanned. If there is perfect overlap, the ideal visibility of V = 1 would be achieved, while

increasingly worse overlap causes the visibility to decrease. Such mode mismatch degrades

the measured signal from the ideal case. The effect of this mode mismatch can be modeled

by the beamsplitter model of loss, where the signal is mixed with vacuum by a beamsplitter

with transmission T = V2. An additional detrimental effect to consider is the imperfect

quantum efficiency η of the homodyne detector photodiodes. This contributes a similar loss,

with T = η [42].

Another effect which is important experimentally is that the generated signal photons

are not instantaneous and instead are distributed over a temporal mode φ(t). This can be

understood as the instantaneous field operators â(t) acting over a distribution in time to

give the combined operator Â, given by:

Â =

∫ ∞
−∞

â(t)φ(t)dt (2.38)

This Â acts by annihilating a photon over the temporal mode φ(t). Note that the temporal

mode φ(t) is normalized such that
∫∞
−∞ φ(t)dt = 1.

Equation (2.36) describes the instantaneous measurement of the signal field quadrature

q̂θ(t), however for a signal state with a finite temporal profile φ(t) we need to find the
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integrated quadrature Q̂θ in temporal mode of the photon:

Q̂θ = X̂ cos(θ) + P̂ sin(θ)

=
(Â† + Â√

2

)
cos θ +

(
i
Â† − Â√

2

)
sin θ

=

∫ ∞
−∞

[( â† + â√
2

)
cos θ +

(
i
â† − â√

2

)
sin θ

]
φ(t)dt

=

∫ ∞
−∞

q̂θ(t)φ(t)dt (2.39)

This gives a single quadrature value for that signal state. The necessity for this integration

is often ignored by matching the local oscillator temporal mode to be identical to the sig-

nal mode at all times, however this is not always practical. Using a continuous-wave local

oscillator and integrating the quadratures following Equation (2.39) is much easier experi-

mentally and functions for difficult-to-match temporal modes, which is the method we use

in this experiment.

Non-instantaneous response of the homodyne detector complicates quadrature measure-

ment even further. For a detector with a temporal response function r(t), the actual response

(as opposed to Equation (2.36)) becomes:

îHD(t) ∝
∫ ∞
−∞

q̂θ(t
′)r(t− t′)dt′ + îe(t) (2.40)

where ie gives the background electronic noise. The desired quadrature value can be found

experimentally by integrating the measured HD current with a chosen temporal mode ψ(t):

Q̂meas =

∫ ∞
−∞

îHD(t)ψ(t)dt

=

∫ ∞
−∞

∫ ∞
−∞

q̂θ(t
′)r(t− t′)ψ(t)dt′dt+

∫ ∞
−∞

îe(t)ψ(t)dt

=

∫ ∞
−∞

q̂θ(t
′)ψ′(t′)dt′ + Q̂e (2.41)

where ψ′(t′) =
∫∞
−∞ ψ(t)r(t− t′)dt and Q̂e =

∫∞
−∞ îe(t)ψ(t)dt. By comparison with Equation

(2.39), we can see that the effect of the HD response function is compensated for by choosing

the integration mode ψ(t) such that ψ′(t) matches the actual temporal mode φ(t). This
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can be challenging for an arbitrary temporal mode, however if the inverse bandwidth of the

detector is much smaller than the time scale of the signal temporal mode, we can approximate

r(t) as a delta function. Any temporal mode mismatch that occurs by choosing the wrong

temporal mode ψ(t) results in losses similar to a spatial mode mismatch, with efficiency

given by [48, 49]:

η =
|
∫∞
−∞ ψ

′∗(t)φ(t)dt|2∫∞
−∞ |φ(t)|2dt

∫∞
−∞ |ψ′(t)|2dt

(2.42)

We can also consider the effect of the electronic noise Q̂e in the HD. We can quantify

the equivalent loss due to electronic noise by comparing the signal and the electronic noise

variances:

1− ηe =
〈∆Q2

e〉
〈∆Q2〉

(2.43)

The right hand side decreases with LO power, typically making the electronic noise negligible

for high LO powers when using well-designed detectors. However, the LO power that can

be used is limited by the saturation power of the detectors. For this reason, the LO is

typically operated just under saturation. In the present experiment with a 15mW LO, over

the bandwidth of the detector we achieve a clearance of 10-18dB over the electronic noise,

which corresponds to ηe within the 0.90 to 0.98 range.

2.5 Maximum Likelihood State Reconstruction

From performing homodyne measurements, we get a set of marginal quadrature distributions

Pr(qθ) for a range of phase angles θ. From these quadrature distributions, which are the

projections of the Wigner function onto the axis determined by θ, we need to reconstruct

the original state that produced them. Historically this has been done by inverting the

Radon transform (2.31) numerically, akin to the computed tomography (CT) technique used

in medical imaging, where a 3D object is reconstructed from a set of 2D projections of that

object. Performing this inverse Radon transform on a given set of quadrature distributions

here would give the Wigner function, from which the density matrix of the state can be
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directly computed from Eq. (2.32). However, this approach suffers from several drawbacks

arising from requirements of the numerical implementations such as needing low-pass filtering

or individually sampling the density matrix elements. These requirements introduce a loss

of accuracy and can result in unphysical density matrices with negative diagonal elements.

To avoid these drawbacks, another technique known as iterative maximum likelihood

estimation can be used. Roughly, maximum likelihood estimates a density matrix known

as the estimator and then calculates the likelihood that that density matrix would give the

experimentally measured quadratures. This estimator is then iteratively modified in each

step to give a better estimator with an increased likelihood function, and this process is

repeated until the estimator gets satisfactorily close to the density matrix which maximizes

the likelihood function. Convergence of this process is not guaranteed [50], however in our

experience with experimental homodyne data, acceptable convergence is quickly obtained

within a few hundred iterations. Furthermore, since the likelihood function is convex, if

a maximum is reached then it must be the global maximum. The maximum likelihood

technique also has the advantage that the estimator can be made to be a physical density

matrix, with non-negative diagonal elements and a trace of 1. For a more detailed description

of the maximum likelihood technique, see for example [51].

2.6 Qubits and Quantum Information

A qubit, or quantum bit, is the basic quantum logic state used for many protocols in quantum

information. It is the quantum analogue to a classical bit, which can either be a logical 0 or

1 and is used by classical computer systems everywhere. The qubit on the other hand, can

not only be a 0 or a 1 but it can any coherent superposition of 0 and 1, typically represented

by the state α|0〉 + β|1〉 where |α|2 + |β|2 = 1. This coherence allows for interference

effects to take place when interacting multiple qubits together, which allows for quantum

logic operations that are not possible classically [52]. Another feature of qubits is that
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they can be entangled together, allowing for a set of qubits to express higher correlations

than in possible in classical systems. Measurements performed on one qubit can project

other entangled qubits onto certain states, which is necessary for quantum teleportation and

quantum computation.

The types of systems that these qubits have been encoded upon is quite varied. Light in

particular is quite appealing as a mediator for quantum information and quantum commu-

nication, as it can be transmitted between distant parties at the speed of light and there are

existing techniques available to create, measure and manipulate optical states. Qubit states

of light are often prepared where the qubit encoding is done in terms of different spatial

states, different polarization states, and different Fock states.

Light, however, has its limitations in that it is not easy to store for significant amounts of

time. Along this front, longer lived media more suitable to storage of quantum information

are being developed and used [53]. Systems such as atomic ensembles, trapped ions, and

superconducting circuits have all shown promise as candidates for storage of qubits. Efficient

interaction between these storage systems and the carrier system used for transmission is

crucial to developing quantum networks. In this thesis, we discuss developments on the

interaction between a collective atomic system and light, to create and manipulate qubits in

both the optical and collective atomic regime.

Unfortunately, all of these systems are susceptible to losses and the purity of qubits in

any of these systems will degrade due to interaction with the environment. To quantify the

quality of these impure qubits, we introduce a definition of generalized efficiency [54]:

E(ρ̂) ≡ ρ11

1− |ρ01|2/ρ11

(2.44)

This generalized efficiency can be understood by considering transmission through a loss

channel with transmittance T . The generalized efficiency is then the minimum T such that

the experimentally observed state can be obtained from some other pure input qubit state

through this loss channel. It has the properties that E(ρ̂) = 1 for pure states, E(ρ̂) = 0 for
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the vacuum state, and that it cannot be increased by any linear optical processing [55].
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Chapter 3

Four-Wave Mixing as a Source of Quantum Light

3.1 Four-Wave Mixing

To model the response of a dielectric material to an external electric field, a model of linear

susceptibility is typically used, where

P = ε0χE (3.1)

with χ being the electric susceptibility of the medium (which for anisotropic materials may

be a tensor). However for nonlinear materials, such as an atomic gas near resonance, terms

involving a higher order response to the electric field must be taken into account [56]:

P = ε0
(
χ(1)E + χ(2)EE + χ(3)EEE + ...

)
(3.2)

Here, χ(n) represents a rank n+ 1 tensor describing the nth order nonlinear response of that

medium.

The χ(2) response is the dominant term in many nonlinear processes involving crystals,

such as sum-frequency generation and spontaneous parametric down conversion (SPDC).

However for systems possessing inversion symmetry, such as an isotropic atomic gas, this

second order nonlinearity vanishes [56]. This leaves the χ(3) term as the lowest order nonlinear

term for atomic systems, and this term is what is responsible for four-wave mixing. It can

be expanded out as:

Pi(ωq) = ε0
∑
jkl

∑
mnp

χ
(3)
ijkl(ωq, ωm, ωn, ωp)Ej(ωm)Ek(ωn)El(ωp) (3.3)

While the treatment of four-wave mixing so far has been general and (3.3) holds for

any four-wave mixing process, we can simplify things by looking at the process used in this
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Figure 3.1: The three-level lambda system in 85Rb. Optical pumping prepares most of the
atoms in the 5S1/2, F = 3 state. A strong pump drives both the Raman transition to the
F = 2 state and the subsequent Raman transition back to the F = 3 state. The probability
of this second Raman transition returning the atoms to the original state is collectively
enhanced along the phase-matched direction, leading to high-efficiency readout of the signal
photon.

experiment, as shown in Figure 3.1. Here, the four-wave mixing process is driven by two

pump photons with identical frequency and k-vectors. The resulting signal and idler photons

are constrained by conservation of energy and momentum, which leads to a set of equations

known as the phase matching conditions:

ωi = 2ωp − ωs (3.4)

ki = 2kp − ks (3.5)

Subscripts here indicate the idler, pump, and signal photons respectively. Furthermore, a

specific frequency and spatial mode is selected for by experimental filters. Assuming that

each of these modes is a collinear plane wave, we can write Ej(ωj) = Eje
i(kj ·r−ωjt) and then

the term responsible for the creation of the idler field from Equation (3.3) becomes:

Pi(ωi) = ε0χ
(3)(ωi, ωp, ωp, ωs)E

2
p(ωp)E

∗
s(ωs) (3.6)
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Since all of the beams are very nearly collinear and the atomic medium is isotropic,

we can ignore the tensor nature of χ(3) and treat P and E as scalars. We assume that

the electric field can be modeled as a plane wave traveling in the z-direction with a slowly

varying amplitude envelope E(z). Then, the electric field becomes Ej(ωj) = Ej(z)ei(kjz−ωjt)

and we can rewrite Equation (3.6) as:

Pi(z, t) = ε0χ
(3)E2

p (z)E∗s (z)ei(kiz−ωit) (3.7)

where χ(3) ≡ χ(3)(ωi, ωp, ωp, ωs) and frequencies are indicated by the subscripts.

To study the dynamics of the system, we can apply the electromagnetic wave equation

(
∇2 − 1

c2
∂2
t

)
E =

1

ε0c2
∂2
t P (3.8)

and find a solution under a few assumptions. We assume that the slowly varying amplitude

profile is in the steady state, that is ∂tE = 0. We also assume the paraxial approximation

∂2
zE << 2k∂zE . Furthermore we assume no depletion of the pump ∂zEp = 0. Then by solving

the wave equation we arrive at:

2iki∂zEi = −ω
2
i

c2
χ(3)E2

pE∗s (3.9)

Simplifying and taking κ = iχ
(3)

2ki
E2
p = i χ(3)

2kiε0c
Ip yields:

∂zEi = κE∗s (3.10)

Taking the same approach in terms of the signal instead of the idler yields:

∂zEs = κE∗i (3.11)

Combining equations (3.10) and (3.11) gives:

∂2
zEs = |κ|2Es (3.12)

∂2
zEi = |κ|2Ei (3.13)
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which can be solved to give:

Es(z) = Ae|κ|z +Be−|κ|z (3.14)

Ei(z) = A∗e|κ|z −B∗e−|κ|z (3.15)

Rearranging these equations, replacing the constants A and B with the initial conditions

Ei,s(0), and defining |κ|z = ζ gives:

Es(z) = Es(0) cosh(ζ) + E∗i (0) sinh(ζ) (3.16)

Ei(z) = Ei(0) cosh(ζ) + E∗s (0) sinh(ζ) (3.17)

While this derivation has been completely classical, by replacing the electric field am-

plitudes with annihilation operators we arrive at an output which follows the two-mode

squeezing transformation (3.24). Interestingly, while the classical picture requires an input

electric field into the signal or idler modes to see amplification, the quantum picture allows

for the two-mode squeezing operator to act on vacuum inputs, spontaneously generating

pairs of photons from the annihilated pump photons.

3.2 Hamiltonian to Two-Mode Squeezed Vacuum

To develop a quantum treatment of the two-mode squeezing transformation that occurs in

this four-wave mixing process, we can start from the Hamiltonian governing the annihilation

of two pump photons and creation of a signal and idler pair. This is given by [57]:

Ĥ = i~(γ′p̂p̂â†b̂† − γ′∗p̂†p̂†âb̂) (3.18)

where p̂ represents the pump annihilation operator, and â, b̂ act on the signal and idler

respectively. Assuming a strong pump field with no pump depletion, we can treat the pump

operators as constants to arrive at the more familiar two-mode squeezing Hamiltonian:

Ĥ = i~(γâ†b̂† − γ∗âb̂) (3.19)
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The evolution of â and b̂ can then be found:

dâ

dt
=

1

i~
[Ĥ, â]

=
1

i~
[i~(γâ†b̂† − γ∗âb̂), â]

= γ[â†, â]b̂†

= −γb̂† (3.20)

similarly:

db̂†

dt
=

1

i~
[Ĥ, b̂†]

= −γ∗â[b̂, b̂†]

= −γ∗â (3.21)

Differentiating (3.20) and substituting (3.21) gives:

d2â

dt2
= |γ|2â (3.22)

which has solutions:

â = A cosh(|γ|t) +B sinh(|γ|t) (3.23)

From initial conditions we have â(t = 0) = A, dâ/dt|t=0 = |γ|B = −γb̂†(0). Defining ζ = γt

and choosing ζ to be real, we arrive at the squeezing transformation:

â(t) = â(0) cosh(ζ)− b̂†(0) sinh(ζ) (3.24)

b̂(t) = b̂(0) cosh(ζ)− â†(0) sinh(ζ) (3.25)

â†(t) = â†(0) cosh(ζ)− b̂(0) sinh(ζ) (3.26)

b̂†(t) = b̂†(0) cosh(ζ)− â(0) sinh(ζ) (3.27)

We can reformulate this in terms of the squeezing operator Ŝ(ζ) = eiĤt/~ = exp(ζ∗âb̂ −
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ζâ†b̂†) and then act this on the two-mode state with vacuum inputs for the signal and idler:

Ŝ(ζ)|0, 0〉 = exp(ζ∗âb̂− ζâ†b̂†)|0, 0〉

=
1

cosh(|ζ|)

∞∑
n=0

(−e(i arg(ζ)) tanh(|ζ|))n|n, n〉

≈ |0, 0〉 − ζ|1, 1〉+ ζ2|2, 2〉+ ... (3.28)

From Equation (3.28), it is apparent that the two-mode squeezing operator that occurs

as a result of the four-wave mixing process always creates photons in pairs. When this is

applied to vacuum, the resulting output is known as the two-mode squeezed vacuum, and it

is a very useful state that is often the starting point for generating other quantum states

experimentally. We will show this in Section 3.4.

3.3 Atomic Structure of Rubidium

The atomic system chosen for this experiment is rubidium-85. One of the primary advantages

of using Rb is that as an alkali metal, it only has only one valence electron. This leads to

a simple, hydrogen-like electronic structure which is easy to work with. Its lowest lying

optical transition is the D1 line at 794.98 nm [58], which is convenient as there are cheap

and easily accessible diode lasers available at that wavelength. Furthermore, Rb-85 has a

ground state with two easily distinguishable levels that are split by a hyperfine splitting of

3.035 GHz. This ground state splitting is much easier to work with experimentally than

the corresponding 6.8 GHz ground state splitting that exists in Rb-87. The excited state

for Rb-85 also has hyperfine splitting, but the 361 MHz splitting is not large enough to be

resolved within the Doppler broadening at 100◦C. In this respect, our system is a good

approximation to a three-level lambda system. Rubidium also has the advantage of having

high vapor pressures, allowing for good optical depths in a narrow cell, with only moderate

heating.

The energy level diagram is shown in Figure 3.2. The pump laser used in this experiment
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Figure 3.2: Energy level diagram with hyperfine splitting for the D1 transition in 85Rb.

is 0.9 GHz detuned to the blue from the |F = 2〉 → |F ′〉 transition. The idler photon is 3.078

GHz red-detuned from the pump, which corresponds to a two-photon detuning of about 43

MHz from the ground state detuning. Similarly, the signal photon is 3.078 GHz blue-detuned

from the pump.

3.4 Experimental Single Photon Source

The first step in demonstrating the applicability of FWM as a quantum light source was to

use it to experimentally generate and characterize one of the most basic nonclassical states

of light - a single photon Fock state. Our goal for this part of the experiment was to not

demonstrate that FWM can be used to produce these single photons, but that it can do

it with high efficiency (≥ 50 %) while simultaneously achieving relatively high generation

rates and narrow spectral bandwidth in a pure spectral mode. However, there were several
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challenges that needed to be overcome to achieve this. Of critical importance is that losses

in the signal channel must be kept to an absolute minimum, and that the signal and idler

states must be isolated from any background light (in particular the extremely bright pump

beam).

The experimental design for the generation of single photons is shown in Figure 3.3. A

1W pump laser is generated from a Tekhnoscan TIS-SF 777 Ti:Sapphire laser. The primary

fraction of this beam is passes through a Rb-85 cell which is heated in a homemade oven

to approximately 107◦C. Small fractions of the pump laser are split off before the cell for

laser frequency stabilization, spectroscopy, and the generation of frequency shifted-beam

using an acousto-optical modulator (AOM). The beam passing through the AOM is set up

in a double-pass configuration such that the resulting output is 3.078 GHz red-detuned from

the pump, corresponding to the frequency of the idler channel. We label this beam as the

seed beam, and it serves the crucial role of allowing us to stimulate the FWM process for

alignment purposes. When actually performing the experiment, the seed beam is blocked

and the FWM process occurs spontaneously, resulting in the creation of a two-mode squeezed

vacuum state with mean photon number much less than one. Of course, this light level is

extremely inconvenient to detect, so when initially aligning the experiment the seed beam

is injected along the idler channel to give a visible beam. It is overlapped with the pump

beam inside the atomic cell at angle of approximately 5mrad, and the stimulated FWM

process produces a conjugate beam along the signal channel at the signal frequency, which

is also visible. These two beams allow for the simultaneous alignment of the signal and idler

channels so that when the seed is turned off, what we are ultimately aligned to detect will

be matched according to the FWM phase matching conditions.

After the cell, a quarter wave plate and a half wave plate rotate the polarization such that

the pump beam is filtered out by two polarizing beamsplitters (PBSs). The signal and idler

states, which are orthogonally polarized to the pump, continue on and are spatially separated
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Figure 3.3: Experimental setup for generation of single photons and arbitrary qubits. The
AOM path provides a weak coherent beam whose amplitude and phase relative to the LO
can be controlled for the generation of arbitrary qubit states. An extra narrowbad filtering
stage after the filtering of the idler by the lens cavity can optionally be used to extend the
temporal profile of the signal photons.
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by two pick-off mirrors. The signal channel is continuously monitored on a homemade 100

MHz homodyne detector [49], while the idler channel passes through several spatial and

spectral filters before being detected by a SPCM. Both the HD and SPCM outputs are

connected to an Agilent Acqiris DP214 digital acquisition card. Conditioned on a detection

event in the SPCM, the HD current output is saved over a 90 ns temporal window. This 90

ns trace corresponds to one single detection event, and once the optimal temporal mode is

determined, each trace is integrated with this temporal mode as described in Section 2.4.3 to

give a single quadrature value. This process is then repeated 105 times per data run, to give

sufficient statistics that a quadrature distribution can built up. Subsequently, the maximum

likelihood algorithm is applied to reconstruct the state of the signal. Since single photons are

phase-independent, we don’t have to worry about the phase of the local oscillator, however

a piezo-electric transducer (PZT) is attached to one of the mirrors in the LO path allowing

for the controllable scanning of phase, which will be used for later experiments.

The generation of a phase-stable local oscillator at the frequency of the signal posed

another challenge. Ideally, the LO would have a power in the range of 10mW to 20mW

while being 3.078 GHz blue-detuned from the pump beam and simultaneously phase-stable

to the pump. Use of a double-passed AOM similar to the seed beam could achieve this

frequency shift and phase stability, however available AOMs at this frequency were only

1-2% efficient in the double-pass configuration and did not operate at such high powers. To

solve this, a separate Toptica DL100 external cavity diode laser (ECDL) was installed at the

desired frequency. Phase stability was achieved by measuring the beat signal between the

LO and the pump, and locking that to a stable frequency reference using a homemade phase

lock loop (PLL) [59].

Selection of a well-defined spatial mode for the signal and idler channels is crucial for

efficient measurement. The phase matching conditions ensure that correlated photons are

generated in pairs, on opposite sides of the the pump. However, the FWM process is spatially
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multimode [60] so pairs of photons will be created in a cylindrically symmetric fashion around

the pump with a fairly wide range of angles. To ensure that the measured signal and idler

photons are correlated as strongly as possible, only a very narrow angular cross-section is

allowed to be detected in the idler channel, and the corresponding signal is measured as the

signal channel. This is accomplished by inserting a single-mode fiber in the idler path, which

defines the spatial mode of the idler photons that we measure as the spatial mode of the

fiber. This mode very closely approximates a TEM00 Hermite-Gaussian mode [61]. Detection

along this narrow idler mode collapses the spatial mode of the signal to be conjugate to that

of the idler, according to the Klyshko advanced wave model [62, 63]. We ensure that we only

measure this conjugate signal mode by putting the local oscillator through an identical fiber

to the one in the idler path, and then mode matching the two beams in terms of k-vector

and in terms of Gaussian beam width and divergence in order to achieve maximum visibility.

A key factor to the success of this experiment is frequency filtering of both the idler and

signal channels. The signal channel is inherently filtered by the reliance of homodyne detec-

tion on interference of the signal with the LO, and due to this only frequency components

within a very small range around the LO will be measured. Frequency filtering of the idler is

much more crucial, as the SPCM behaves essentially like a “white light” detector in that its

response is essentially independent of frequency, at least within the frequency ranges that we

are working with. To this end, a custom-designed monolithic Fabry-Pérot [64] cavity is em-

ployed in the idler channel with a FWHM of approximately 55 MHz and a off-resonant mode

rejection of 48dB. The idler beam is mode-matched to the TEM00 mode with transmission

of approximately 50%. The cavity transmission frequency is tuned to the idler frequency

by adjusting the thickness of the cavity very slightly using temperature. The FSR of 23.1

GHz ensures that neither the signal or the pump frequencies are resonant, allowing for good

isolation of the desired idler frequency.

Given a known temporal mode of the heralded photon would allow the use of Equation
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Figure 3.4: Maximum likelihood reconstruction of experimental data. The center slice of the
Wigner function is compared to the vacuum distribution, shown left. Top right shows the
Wigner function and bottom right shows the marginal distribution.

(2.41) to reconstruct the quadrature distribution. The determination of such temporal mode

is non-trivial, and is discussed in detail in Section 3.5. However, once this temporal mode

is determined then reconstruction of the state follows fairly simply. The raw homodyne

current trace are integrated with the temporal mode to give the quadrature distribution and

the MaxLik algorithm is used to reconstruct the density matrix most likely to reproduce the

experimental data. From the density matrix, Equation (2.30) can be used to find the Wigner

function. Results of this procedure are shown in Figure 3.4.

With this method of generating single photons, we achieved an uncorrected ρ11 density

matrix element of 0.50 [1]. This is notable as it is roughly an order of magnitude higher than

previous results from atoms, with no correction for experimental losses. The two photon

component ρ22 is typically in the range of 0.05 to 0.07, which is somewhat high compared
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to SPDC, although not that surprising considering our system. At the current temperatures

the gain of our system is about 1.1, which contributes predominantly to this two photon

component. Reducing the gain by decreasing the temperature would act by decreasing γ

in Equation (3.19), which would decrease ρ22 at the cost of a significant decrease in count

rate. Experimentally, we have also found this decreases the single photon efficiency, likely

due to increased significance of SPCM dark counts and counts from scattered pump light

that makes it through the filters. In the FWM system, Raman scattering of pump photons

results in a thermal background, which contributes to the two photon component.

We can compare these results to the nonclassicality criteria that have been discussed in

Section 2.3. While the squeezing criterion does not apply here, negativity of the Wigner

function and the limits on ρ11 both show that our state is nonclassical. Having ρ11 = 0.50

does not make the Wigner function negative on its own (it would only decrease to 0 at the

origin), however the small contribution from ρ33 is enough to make the Wigner function very

slightly negative. A much better demonstration of nonclassicality comes from the ρ11 value

itself, which classically can be no larger than e−1 ≈ 0.37. The value that we achieved of

ρ11 = 0.50 well surpasses that, thus the state we have created is nonclassical. Another figure,

which is g(2)(0) ≡ 〈â†â†ââ〉/n2 = 0.51 < 1 also shows nonclassicality.

Another important figure of merit for single photon sources is the spectral brightness S(ν),

defined as the photon generation count rate per unit bandwidth. In the present experiment

we achieve a count rate of 250000 counts per second, passing through a Fabry-Pérot cavity

with FWHM of approximately 55 MHz. Several definitions have been used for whether the

bandwidth used for S(ν) should consider the FWHM or the 1/e2 radius or the standard

deviation, however for consistency we will use the FWHM. This corresponds to a spectral

brightness of 4500 for our experiment.
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3.5 Temporal Mode of Photons

The signal and idler photons before filtering are generated with a temporal mode that is

determined by the Fourier transform of the FWM gain bandwidth. This gain bandwidth is

quite dependent on the properties of the experimental system such as temperature, phase

matching, pump intensity and pump detuning [65]. Values for Rb-85 have been reported

that range from 20 MHz [65] in free-space squeezing experiments to 300 MHz [66] in photonic

bandgap fibers. In the present experiment, we estimate this gain bandwidth by seeding the

FWM process and observing the generated signal intensity as the seed frequency is varied.

We find the FWM gain bandwidth to be approximately 50 MHz. Since this gain bandwidth

is on the same scale as the filtering that we are performing, the frequency profile is the

product of the two effects in the frequency domain. For simplicity here, we ignore the effect

of the gain bandwidth and concentrate on the effect of the filtering on the temporal mode. In

particular, the temporal mode of the heralded signal photon must be determined for accurate

reconstruction of the signal state.

Assuming an infinite bandwidth for the FWM process, the two-mode signal and idler

output state before any filtering is the following:

|Ψ〉 =

∫
|ωs, ωi〉 δ(ωs + ωi − 2ωp)dωsdωi (3.29)

where |ωsωi〉 represent single-frequency (delta function) modes and the integration gives the

(currently flat) frequency spectrum. The idler is then filtered via transmission through the

lens cavity, which introduces a transmission factor T = 1
1−2i∆

γ

. Here, ∆ = ωc − ωi is the

detuning of the idler from the cavity frequency and γ is the cavity linewidth. After the lens

cavity the two-mode state is then:

|Ψ〉 =

∫
|ωs, ωi〉

1

1− 2i∆
γ

δ(ωs + ωi − 2ωp)dωsdωi (3.30)

Next, the idler is detected by a SPCM, which we can assume to have perfect timing

resolution (on the order of 50-100 ps). This collapses the state of the idler and projects the
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signal onto a well-defined temporal mode. The instantaneous detection can be written as a

delta-functioned state in time: |ti〉 =
∫
|ω′i〉 dω′ieiω

′
it. Acting this on the idler state at t = 0

leaves the resulting signal temporal mode:

|ψs〉 = 〈ti = 0|Ψ′〉 =

∫
|ωs〉

1

1 + 2i∆s

γ

dωs (3.31)

In the last step, we define ∆s = (2ωp − ωc) − ωs = −∆, which can be understood as the

detuning of the signal from the central cavity frequency reflected about the pump frequency.

Now let ωs = ω0 + ∆s, then

|ωs〉 =

∫
|t〉 e−iω0te−i∆stdt (3.32)

Substituting this into Equation (3.31) we get

|ψs〉 =

∫∫
|t〉 e−iωst 1

1 + 2i∆s

γ

dtdω (3.33)

=

∫
|t〉φ(t)e−iω0tdt (3.34)

where

φ(t) =

∫
e−i∆st

1 + 2i∆s

γ

dω (3.35)

can be recognized as the temporal mode. Evaluating the complex integral we get:

φ(t) =

 Ceγt/2 ∀ t < 0

0 ∀ t > 0
(3.36)

For the experimental values of γ = 2π × 64 MHz ≈ 4× 108s−1, this works out to:

φ(t) = e
t

5ns Θ(−t) (3.37)

where Θ(−t) is the Heaviside step function.

This one-sided exponential profile has some quite sharp features, however due to the

finite response function of the homodyne detector and the gain bandwidth of FWM, these
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Figure 3.5: Homemade software allows us to monitor the pointwise variance as a function of
time, which was crucial to the alignment of the experiment.

features tend to be smoothed out to a more Gaussian shape. The exponential time constant

of around 5 ns is also on the same order as the width of the homodyne response function

(which has an inverse bandwidth of around 1.75 ns). While a good choice of reconstructed

temporal mode helps to reduce the influence of the HD response function, measuring near

the limit of the detector undoubtedly causes losses [49] due to noise and uncertainties. Still,

we can still try to infer the best temporal wavefunction by several methods. The first is to

look at the pointwise variance for each of the time bins recorded by the digital acquisition

card. Since a single photon state has three times the quadrature variance than vacuum,

the time bins with increased variance show where the single photon measurement was most

likely. This is shown in Figure 3.5, where pointwise variance is plotted as a function of time.

Vacuum variance is normalized to 100 by blocking the signal state. The unblocked variance
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is shown in the figure, which reaches 238 at its peak. The background variance is also

increased to around 120 due to the presence of uncorrelated thermal background counts. We

developed a homemade software interface which allowed us to monitor this in real time, which

was crucial to the alignment of the experiment. This pointwise variance function serves as a

starting point that could be used as a guessed temporal mode to reconstruct the signal state.

From there, small modifications to the shape of the guessed temporal mode can be made to

improve the reconstructed single photon component. Figure 3.6 shows reconstruction of the

state using a temporal mode that consists of several superimposed Gaussians. The pointwise

variance is shown in blue, while the optimized guessed temporal mode is shown in red.

Another much more promising method to determine the temporal mode is from the

autocorrelation matrix defined by Ajk = 〈i(tj)i(tk)〉 [67]. It can be shown (see Appendix A)

that the autocorrelation matrix is related to the density matrix in the time-bin basis by the

following relation (assuming no detuning of the LO and instant HD response):

Â = Re(ρ) +
1

2
1 (3.38)

By removing the autocorrelation matrix of a randomly triggered background measurement

from the autocorrelation matrix of the single photon, we were able to isolate the effect of the

single photon. This also subtracts out the effect of the identity matrix. We then diagonalized

the resulting matrix and took its primary eigenvalue. The diagonalization leaves the density

matrix in the form:

ρ̂′ =
∑
i

Pi|ψi〉〈ψi| (3.39)

for some temporal mode vectors |ψi〉. The primary eigenvalue, whose eigenvector corre-

sponds to the temporal wavefunction, was roughly 50 times larger than any other eigenvalue

indicating a highly pure temporal mode. From there we reconstructed the state in the Fock

basis via the usual method of integrating the photocurrent with the temporal mode to get

the quadratures and then using MaxLik to find the Fock-basis density matrix.
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Figure 3.6: Reconstruction of the signal state is done by inferring a temporal mode to inte-
grate over, producing a quadrature distribution. Maximum likelihood is then performed on
this distribution, outputting the density matrix that is most likely to generate the measured
data.

Experimentally, the response function of the homodyne detector quite significantly dis-

torted the shape of the temporal mode. The predicted one-sided exponential function ap-

pears significantly rounded and almost Gaussian in Figure 3.6. Reconstruction with guessed

temporal modes yielded approximately the same efficiency as using the method of autocor-

relation or applying a genetic algorithm to find the temporal mode. This suggests that the

temporal mode mismatch due to the limited resolution of the homodyne detector may be

a limiting factor to efficient state reconstruction. To avoid this, a faster HD or narrower

filtering may be used. Preliminary results towards implementation of a narrowband filter

cavity into the idler channel are discussed in Section 4.4.
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Chapter 4

Quantum State Engineering

4.1 Conditional Measurements on Light

In the previous chapter we have described the generation and characterization of one of the

most basic quantum states - the single photon Fock state. However the two-mode squeezed

vacuum state that we started out with initially before projecting the state onto the single

photon state has many more components than just |1〉. Following the technique of Bimbard

et al. [20], we can generate much more complicated states. Ultimately using this technique,

we could generate any arbitrary single mode state:

|ψ〉 =
N∑
n=0

cn|n〉 (4.1)

The idea proceeds as follows: consider first the two-mode squeezed vacuum state given

by Eq. (3.28). By heralding on exactly n photons in the idler channel, the signal is projected

on the state |n〉. This allows for the generation of Fock states, which we used to prepare the

single photon state. However, we can access not only Fock states but also superpositions

of Fock states by clever use of an auxiliary classical state. Suppose we interfered the idler

channel with a weak coherent state of controllable amplitude and phase before detection.

Now if we detect n photons, we cannot tell if those n photons came from the idler, or if

n − 1 came from the idler and 1 came from the coherent beam, and so on. Assuming that

we have properly interfered the idler and auxiliary states, the photons after interference

are quantum mechanically indistinguishable. Thus, we cannot determine which photons

originated from which source and as a result we end up with a weighted superposition of all

possible combinations. Since the signal and idler channel must have an identical number of

photons, this projects the signal state onto that very same superposition of Fock states.
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Furthermore, the amplitude and relative phase between the Fock states are controlled by

the amplitude and phase of the coherent beam, which is easily manipulated experimentally.

To see how this works for a qubit, consider the combination of a weak two-mode squeezed

vacuum |ψ〉 ≈ |0s, 0i〉 + γ|1s, 1i〉 with a weak coherent state |α〉 ≈ |0α〉 + α|1α〉. The three-

mode state after interference of the idler with |α〉 on a 50 : 50 beamsplitter is, to first

order:

|Ψ〉after ≈ |0s, 0i, 0α〉+
γ√
2

(
|1s, 1i, 0α〉+ |1s, 0i, 1α〉

)
+

α√
2

(
|0s, 0i, 1α〉 − |0s, 1i, 0α〉

)
(4.2)

Heralding upon |1α〉 yields the (unnormalized) separable |ψs〉 ⊗ |0i〉 state:

( α√
2
|0s〉+

γ√
2
|1s〉
)
⊗ |0i〉 (4.3)

By controlling the amplitude and phase of |α〉, any arbitrary signal cubit can be generated

using this technique.

We can ultimately achieve the required degrees of freedom necessary to generate any

arbitrary state with up to N photons by using N such coherent states and N single photon

detectors. Following the setup of [20] the signal coefficiencts for N = 2 can be expanded out

as follows:

|ψ〉 =
(
− α2

2
√

2
+
αβ

2

)
|0〉+

βγ

2
|1〉+

γ2

2
|2〉 (4.4)

where α and β describe the auxiliary coherent states and γ ≡ tanh(ζ)2 describes the squeez-

ing parameter of the two-mode squeezed vacuum. The ability for arbitrary control over all

parameters comes at the cost of increasing complexity and decreasing count rates as N in-

creases, however many quantum information protocols only require qubits (N = 1) or qutrits

(N = 2) in which case this technique functions very well.
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4.2 Application to Generating Optical Qubits

The next logical step after experimentally generating single photons was to extend the setup

to be able to generate qubits [2]. Conveniently, we already had available to us a coherent

beam at the idler frequency in the AOM-shifted pump beam that we used as the seed beam.

To get to have a comparable mean photon number to our idler, we had to attenuate the

beam to the level of 10−13 W. This was achieved through the use of several neutral density

filters and several nearly minimized waveplate/PBS combinations. This heavily attenuated

beam was then sent along the idler channel and overlapped such that it passed through

the same single-mode fiber and Fabry-Pérot cavity as the idler. A conceptual experimental

diagram is shown in Figure 4.1. The resulting signal state was then reconstructed similar

to the procedure used in the single photon case. Unfortunately at such low power level it

was difficult to directly measure the intensity as we could not directly measure the power

using a power meter. However, with the SPCM turned on we could measure the increase in

count rate from the presence of the coherent beam. We could also adjust the power using a

half-wave plate followed by a PBS. Figure 4.2 shows that the count rate scales linearly with

sin2(θ) as one would expect from Malus’ law, indicating that the SPCM count rate serves as

a valid measure of the relative intensity between the unseeded idler and combined seed+idler

beams.

An added complication that is introduced to this experiment compared to the generation

of single photons is the dependence on phase. The relative phase between the coherent

seed beam and the local oscillator determines the relative phase between |0〉 and |1〉 in the

signal qubit. Fortunately, the mean quadrature value varies proportionally to cos(θ). This

allowed us to infer the phase by taking a running average of the mean quadrature over several

hundred consecutive data points, and then applying the arccos function. A PZT was placed

in the LO path, which allowed us to controllably scan the phase over a 2π range.

The experimental results of this are plotted in Figure 4.3. The single photon Fock state
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Figure 4.1: Conceptual qubit generation setup.

is compared to a generated qubit where 24% of the counts are coming from |α〉. In the latter

case, the off-diagonal element ρ01 arises, demonstrating coherence between the |0〉 and |1〉

components which does not exist in the case of the (lossy) single photon. Figure 4.4 plots the

density matrix elements ρ11 and ρ01 as a function of increasing count rate from the coherent

seed beam |α〉. The blue circles show experimental data points while the black curve shows

theoretical predictions matching our experimental parameters. Also plotted in Figure 4.4 is

the generalized efficiency E(ρ̂), which describes the quality of the generated qubits and is

defined by Equation (2.44) [54]. Ideally the generalized efficiency would be independent of the

relative intensity of the idler and |α〉, however experimental conditions such as higher order

photon states and imperfect detection efficiency introduce some dependence. Furthermore,

the non-perfect fit indicates there is some experimental decoherence which degrades the off-

diagonal elements ρ01. When the predicted ρ01 elements are reduced by a constant factor

of 0.81, shown in the orange curve, this shows very good agreement with the experimental

results. Ultimately, the source of this decoherence could not be directly isolated, however
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Figure 4.2: Increased count rate as a function of seed waveplate angle.

experimentation has managed to rule out mode-matching, optical losses, and any thermal

background. Possible sources of this decoherence are discussed in the next section (4.3).
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Figure 4.3: Reconstructed quantum states. (a) The single photon Fock state obtained in
the absence of the seed (α = 0). The Wigner function shows a clear dip at the origin, with
the density matrix having a 47% single photon component. The quadrature data shows no
phase dependence and has a reduced probability of measurement near zero, characteristic of
single photons. (b) Reconstructed state for a generated qubit, in the case where 24% of the
photon detection events are coming from |α〉. The displacement of the peak of the Wigner
function from the origin, along with the off-diagonal elements of the density matrix, show
the presence of coherence between the single-photon and vacuum terms. The mean value
of the measured quadrature oscillates as we scan the phase of the LO in time. Despite the
significantly increased vacuum component, the off-diagonal terms contribute to a generalized
efficiency of 46%.
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Figure 4.4: Experimental results. Density matrix elements (a) ρ11 and (b) ρ01 are shown,
each as a function of the added count rate in the idler channel corresponding to increasing
intensity of the seed coherent state. (c) The generalized efficiency E(ρ̂) is calculated over the
same range of |α|. The black solid line is generated using a theoretical model considering
experimental imperfections. The dashed red curve uses a simplified model considering only
the first order of the FWM Hamiltonian, neglecting photon number elements above n = 1.
The orange curve considers a reduction of ρ01 by a constant factor of 0.81 with respect to
the black curve.
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4.3 Modeling of Losses and Experimental Imperfections

When initially interpreting the experimental data shown in Figure 4.4, a very simplified

model considering only the first order of the FWM Hamiltonian (3.19) seeded by |0〉s ⊗ |α〉i

was used. Evolution under this Hamiltonian followed by single photon detection in the

idler yields the state |ψs〉 = α|0〉 + γt|1〉 where ζ = γt is a fixed constant related to the

FWM gain. Subsequent loss in the signal channel are then modeled using the beamsplitter

model of loss [42]. The results of that model are plotted as the dashed red line in the

figure. By measuring the relative count rate between the vacuum-seeded idler and the added

count rate when a coherent beam was overlapped with idler, it was possible to determine

the relative intensity between |α〉 and the signal photons coming from FWM. This left the

only free parameter in the model to be the combined losses in the signal channel, which

was estimated to correspond to transmission efficiency η = 0.48. Optical losses along the

signal channel are easy to measure experimentally, however losses occuring before the signal

leaves the rubidium cell, losses due to inefficient detectors, and losses due to mismatched

spatial and temporal modes are more challenging to determine. This leaves determination

of η from experimental conditions quite uncertain. By finding the parameter which best fit

the experimental data, a value of η = 0.48 was determined. Even still, the predicted values

for ρ01 were higher than the experimental data by a constant factor of around 25 %. In an

attempt to understand the source of this discrepancy, a more detailed model (black curve in

Figure 4.4) was developed. This model has the ability to include non-ideal SPCM efficiency,

background thermal noise, higher order photon number components, and possible non-linear

interaction by passing |α〉 through the cell instead of overlapping the beams afterwards.

The model show in the black curve was again developed by starting with the FWM

Hamiltonian (3.19) in Mathematica. The evolution operator eiĤt/~ is calculated up to n = 4,

with ζ = γt as a constant, free parameter. To calculate the unseeded FWM output, this

evolution operator is applied to the two-mode vacuum state, resulting a two-mode squeezed
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vacuum output (3.28). The coherent state |α〉 is again introduced into this calculation by

setting the input to the FWM as |0〉s⊗ |α〉i. Losses in the idler channel are now considered,

and applied using the beamsplitter model of loss, with ηidler = 0.1 used to estimate exper-

imental conditions. The SPCM is modeled as a positive-valued operator measure (POVM)

[68]. SPCM dark counts are also included into the POVM for completeness, however from

the experimental count rates we determined that dark counts are insignificant. The action of

this POVM collapses the two-mode state consisting of the signal and idler to just the single-

mode signal state. Losses in the signal state are then applied, again using the beamsplitter

model of loss. The effect of temporal and spatial mode mismatch, along with imperfect

detection efficiency and optical losses can all be shown to follow this model [49, 48], and are

thus combined into a single loss parameter ηsignal. This results in the final signal density

matrix, which we assume is efficiently measured. The relative count rate with or without

|α〉 is determined by performing the partial trace over the signal channel (pre-losses), then

applying idler losses and comparing the resulting trace Tr[ ˆPOVM · ρ̂idler] with and without

|α〉.

These changes gave us more confidence in our model, as it now includes higher order

photon number components, accounts for any non-linear interaction that occurs between |α〉

and the FWM process, and accurately describes the effect of losses and inefficient detection

in the idler channel. However, the resulting fit to experimental data still did not improve

for any choices of ζ, ηsignal, and ηidler, so we were able to conclude that some other effect

was occuring. One theory was that there was a significant amount of uncorrelated thermal

background light that was contaminating the signal and idler states. This idea had some

promise in that a thermal state has no off-diagonal elements while it retains some diagonal

elements. Thus, by mixing thermal states with our current signal and idler states, the off-

diagonal elements would be reduced more than the diagonal elements, allowing for a better

fit to experimental data. It is also quite reasonable that this thermal background exists in
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our experiment, as the atoms are quite hot at ∼ 107◦C and exhibit fairly bright Raman

scattering. This thermal background is implemented into the model by sending independent

thermal states as inputs to the FWM process instead of vacuum states.

By adjusting the temperature of the thermal states in the model and corresponding ad-

justing ζ, ηsig, and ηidl, we were able to improve the fit of the model for ρ11 and ρ01. However,

with this many free parameters the optimal results started to become quite unphysical. The

first sign of this was the ρ22 parameter, which experimentally was found to be ρ22 = 0.06

when α = 0. However, the best fit parameters gave ρ22 = 0.12, which indicated there was

way more thermal state in the model than the experiment. Furthermore, the percentage of

count rates coming from the thermal state was over 30 %. Since this seemed quite unreason-

able, we decided to estimate the proportion of thermal from the experimental ρ22 parameter

and the experimental increase in variance when comparing a vacuum state to an randomly-

triggered thermal state. From this, we determined much more reasonable parameters to use

for the thermal state which contributed to only a small effect on the fit for ρ11 and ρ01,

and contributed to 7% of the SPCM counts. This thermal effect is included in the plots for

Figure 4.4, and improves the fit slightly, although it still does not completely account for the

discrepancy in the values for ρ01.

The remaining discrepancy indicates there is some source of decoherence between the

|0〉 and |1〉 components that is unaccounted for by our model. One possible source of this

decoherence is some distinguishability between idler photons coming from |α〉 and from

FWM. In princible, these should be spatially indistinguishable as they both pass through

the same spatial mode of a single mode fiber and then through the same spatial mode of

the filter cavity. However, it is possible that they are not perfectly matched to this mode

and there could be some very small mismatched transmission through other spatial modes.

In the polarization basis, both beams pass through the same ports of several PBS cubes,

and should also be well matched. Spectrally, the beams should also be indistinguishable in

53



principle due to the very fast timing resolution of the SPCM. This causes a quantum erasure

[69] of any bandwidth information. Using a SPCM response of 50 ps, this should allow for

bandwidth mismatches of up to 20 GHz. Another possible source of this decoherence is that

our method of estimating the phase from the running average of the quadrature value is

not precise enough. This would introduce some phase uncertainty in each quadrature point,

which would cause some partial phase averaging in the maximum likelihood reconstruction.

Althrough our model did not result in the complete description of where this decoherence

comes from, its development has allowed us to gain insight into the effects of higher order

photon states, thermal background, and losses from all sources. Furthermore it has allowed

us to rule out these effects as the sole source of the discrepancy shown for ρ01.

4.4 Controlling the Temporal Mode

In order to avoid the negative effects of the limited temporal resolution of our homodyne

detector, we have implemented a 7 MHz bandwidth filter cavity into the idler channel.

This Fabry-Pérot cavity is formed using two high-reflectivity mirrors placed 10cm apart in

a Invar metal enclosure. One mirror is attached to a PZT, which allows for adjustment

of the cavity frequency. The temporal mode of transmitted photons is determined by the

cavity bandwidth following Equation (3.36), and using such a narrowband cavity essentially

elongates the photons in time. The addition of this new cavity is shown Figure 4.5, along

with the optionally-connected section of Figure 3.3. For simplicity, we are initially only

looking at single photons with this new setup rather than attempting to generate qubits.

The use of such a narrowband cavity introduces several challenges into the experiment

which must be addressed. First, the total count rate is drastically reduced as a result of the

stricter filtering. This causes data acquisition to be much slower, and special care must be

taken to ensure that neither the cavity frequency nor the laser frequency drifts during an

experimental run. Dark counts also become more relevant, although they are still fewer than
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Figure 4.5: Experimental design including narrowband cavity and optional EOM. C1 is the
55 MHz bandwidth monolithic lens cavity used in all experiments up to this point. C2 is a
7 MHz bandwidth Fabry-Pérot cavity introduced to extend the temporal mode.

the idler counts by about an order of magnitude. Furthermore, the real-time monitoring

of the variance shown in Figure 3.5 is no longer an effective tool for experiment alignment,

as the required statistics are acquired too slowly and the photon is spread out much more

thinly over a large range of time bins. This required the development of a way to switch

between not having the narrowband cavity in place for experimental alignment and having

it in place for data acquisition. We accomplished this by switching the fiber connections in

the idler channel around after the lens cavity. The fiber could be directly inserted into the

SPCM for alignment, and then efficiently moved to the narrowband cavity path.

The relative frequency drift between the laser and the cavity was an issue that had to

be addressed in order to acquire a large data set under the same conditions. Locking the

frequency of the narrowband cavity to reduce drift was appealing, however due to the very

low count rate even a small amount of leaked light from the locking beam would completely

overwhelm the idler count rate. Due to this, we decided a lock was not the way to go and an-
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other system had to be developed. We accomplished this by sending a strong, classical beam

along the idler channel using the conveniently already-existing seed beam. We were able to

monitor and correct the frequency drift of the narrowband cavity by measuring the trans-

mission of this classical beam and correcting it using the cavity PZT. Computer-controlled

shutters were placed before the seed beam combines with the idler path and immediately

before the SPCM. This allows us to automatically block this beam when taking data with

the SPCM, and then unblock the beam when not taking data to ensure the frequency of the

cavity has not drifted. Large data sets are accumulated at identical conditions by taking a

series of small data sets and switching back and forth in this way.

As the narrowband cavity extended the signal temporal mode in time, determining the

temporal mode accurately became much more significant for achieving high efficiency re-

construction of the state. A guessed sum of Gaussians was no longer adequate, and the

autocorrelation method introduced in Section 3.5 and fully described in Appendix A was

necessary to faithfully determine the temporal mode. The main idea stems from Equation

(A.7), which relates the autocorrelation matrix Â = 〈i(ti)i(tj)〉 to the density matrix in the

time-bin basis. The autocorrelation matrix in the triggered case when the signal is present

is calculated, and then the autocorrelation matrix for random triggered background is sub-

tracted from that. This leaves only the contribution from the signal to the density matrix

in the time-bin basis remaining. We can represent this as:

ρ̂temporal =
∑
i

Pi|ψ〉〈ψ| (4.5)

If the signal state is in a pure temporal mode, this matrix should only have one single

eigenvector which we can write as:

|ψ〉 =
∑
j

φ(tj)|1j〉 (4.6)

where the sum exists over all of the time bins of our digital acquisition card. φ(t) can be

recognized as the temporal mode and |1j〉 represents a single photon being present in the jth

time bin.
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Experimentally, the autocorrelation matrix comes directly from the HD photocurrent

and thus is straightforward to find. Once the background contributions are subtracted,

this matrix can be diagonalized and the primary eigenvalue determined. The eigenvector

corresponding to this eigenvalue gives the temporal mode from Equation (4.6). More complex

situations, such as the existence of any detuning between the LO and the corresponding

conjugate cavity frequency, or finite HD response are discussed in Appendix A.

(d)(c)

(b)(a)

Figure 4.6: Theoretical and experimental autocorrelation matrices using the narrowband
cavity to extend the temporal mode. (a) The predicted autocorrelation matrix with no
detuning between the cavity and 2ωp − ωLO. (b) Experimental results for the no-detuning
case. (c) Theoretical prediction corresponding to a 16.8 MHz detuning. (d) Experimental
results for 16.8 MHz detuning.
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Figure 4.7: Inferred temporal mode with the presence of the narrowband cavity. This was
determined by diagonalizing the autocorrelation matrix and finding the primary eigenvector.
The profile closely follows the predicted one-sided exponential as discussed in Section 3.5.

From our experimental data, this technique shows very good results with the narrowband

cavity setup. Figure 4.6 plots a comparison between predicted and experimental autocor-

relation matrices, with and without detuning between the LO and corresponding conjugate

cavity frequency. Using Equation (A.7), we can correct for the effect of a detuning of the

signal carrier frequency from the LO, and then diagonalize the remaining temporal density

matrices. The primary eigenvectors are found, which gives the temporal mode of the signal.

Figure 4.7 shows the inferred signal temporal mode from a series of measurements including

8 different detunings with 200000 trigger events each. The result very closely matches the

predicted single-sided exponential predicted in Section 3.5.
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Once the temporal mode has been obtained, reconstruction of the density matrix follows

the same techniques as described in Sections 2.4.3 and 2.5. This results in first the quadrature

and then the most probable density matrix that matches the data. These results are shown

in the following density matrix:

ρ̂ =



0.463 0 0 0

0 0.525 0 0

0 0 0.012 0

0 0 0 7 · 10−5


(4.7)

Figure 4.8 shows the reconstructed quadrature distribution. Interestingly, the resulting den-

sity matrix has a higher single photon component (ρ11 = 0.525) than previous results without

the narrowband cavity. This is quite impressive considering SPCM dark counts are much

more significant in the narrowband cavity case, which would serve to decrease ρ11. Further-

more, the two-photon component ρ is also much lower at ρ22 = 0.012, compared to without

the narrowband cavity where typically ρ22 = 0.06. This indicates that the limited HD band-

width and its corresponding effect on our ability to measure and reconstruct the temporal

mode plays a significant role in our measurements without the narrowband cavity.

One of interesting ideas that has developed out of this experiment is the idea that we

should be able to reconstruct a completely arbitrary and unknown incoming signal using

this autocorrelation technique. In particular, we aim to use this technique to determine

the temporal mode of a state with multiple, unknown frequency components. To test this

idea, we have implemented an electro-optic modulator (EOM) in the idler channel before

the narrowband cavity. The EOM is set up in the phase-modulation configuration, which

corresponds to the creation of frequency sidebands that would make it through the cavity to

the SPCM. This will project the signal onto the same frequency mode including sidebands,

as determined by the transmission of the idler mode. Some theory on how this will affect the

autocorrelation function has been discussed in Section A.3. This addition to the experiment

is new and still in progress at the moment. We have been able to generate 20 MHz sidebands
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Figure 4.8: Reconstructed quadrature distribution using the narrowband cavity. The clear
dip around the origin shows a strong single photon component.

and measure the autocorrelation matrix, shown in Figure 4.9. Unfortunately, since the arrival

of photon events is random in time, the phase of the EOM modulation is also random from

event to event. This effectively creates a phase-randomized mixture of temporal modes

which cannot be described by a pure temporal mode. A derivation of this effect is given in

Appendix A.3.
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Figure 4.9: Autocorrelation matrix using an EOM to generate frequency sidebands.
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Chapter 5

Extension to Atomic Quantum States

5.1 DLCZ Protocol

So far, most of this thesis has focused on using the FWM process to generate quantum states

in the optical domain. In the previous chapter, we described how an arbitrary single-mode

superposition state could be prepared by using conditional measurements on one mode of an

optical two-mode squeezed state (TMSS). We have shown how FWM in atomic ensembles

can compete with the established techniques of SPDC. However, using atomic ensembles

opens up exciting new possibilities, in that with some clever manipulation, the collective

atomic states themselves can be manipulated and then later measured, something that is

not accessible using SPDC.

Following the protocol introduced by Duan, Lukin, Cirac, and Zoller [11], the Stokes

and anti-Stokes transitions involved in FWM can be separated in time. This allows for brief

storage of one mode of the TMSS as a collective excitation of the atomic ensemble followed by

optical readout of the state. Originally proposed as a technique for implementing quantum

repeaters and long distance quantum communications, the DLCZ protocol also has garnered

much interest for its ability to store a heralded atomic excitation and then achieve on-

demand readout. Previous experiments have already demonstrated stored heralded single

atomic excitations [33, 34, 70, 71]. However, the DLCZ protocol is not limited to single

photons and can be extended to generate arbitrary collective atomic state. Our previously

described results in generating optical qubits can be understood as the transient generation

of a collective atomic qubit state followed by its immediate optical readout. While this

interpretation takes a bit of argument to make, we aim to extend this work to time-separated

write and read stages using the DLCZ protocol, and present in this chapter an outline of the
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procedure.

The basic idea of DLCZ is shown in Figure 5.1. An ensemble of N three-level atoms in

the Λ configuration is considered, with metastable states |g〉, |e〉 and an intermediate excited

state |i〉. The atoms are prepared in the collective ground state |ψ0〉 = |g1g2 . . . gN〉. In

our experiment, this collective ground state is achieved using optical pumping. A weak, off-

resonant “write” pulse is then sent through the sample. This write pulse initiates a Raman

scattering event |g〉 → |i〉 → |e〉 with some probability, which is then spectrally filtered and

detected by a SPCM within a narrow solid angle. By conditioning on a detection event, this

heralds that one of the atoms has transitioned to the excited state |e〉. Assuming that the

detector is placed much further away from the atomic ensemble than the size of the ensemble,

scattered photons from opposite sides of the cloud are detected within a sufficiently small

angle such that good interference visibility is always achieved. Thus, information about

which atom was excited is fundamentally indistinguishable, resulting in the superposition

of all possible permutations of a single excitation. This state, known as a collective spin

excitation (CSE), can be written after the write event as follows:

|ψw〉 =
1√
N

N∑
n=1

eiφn|g1g2 . . . en . . . gN〉 (5.1)

where the phase terms φn represent the momentum kick associated with the scattering. This

excitation can be described in terms of the collective raising operator:

|ψw〉 = Ŝ†|g1g2 . . . gN〉 (5.2)

where Ŝ† ≡ (1/
√
N)
∑

n Ŝ
†
n with Ŝ†n = |en〉〈gn|eiφn representing the individual atomic raising

operator.

The resulting state is now prepared for readout. This is accomplished via a strong on-

resonant “read” pulse. This converts the collective atomic excitation back to an optical state

coherently through the |e〉 → |i〉 → |g〉 Raman transition. This optical signal photon can

then be measured and characterized using existing well-developed optical techniques. The
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Figure 5.1: DLCZ protocol. (a) An ensemble of atoms are prepared in the collective ground
state |g1g2 . . . gN〉 of a three-level Λ system. (b) An off-resonant write pulse scatters an
idler photon as a single excitation to |e〉 occurs collectively across the atoms. A SPCM
heralds the occurrence of this event. (c) After some storage time, a strong on-resonant read
pulse efficiently transfers the atomic state to an optical signal state along the phase matched
direction.

read transition is strongly enhanced along the phase matched k-vector by an interference

effect known as collective enhancement, which is crucial to the DLCZ process and is discussed

thoroughly in the next section. The end result is a cyclic transition, where the atoms return

to their original collective ground state, and a pair of entangled signal and idler photons are

emitted similarly to FWM.

5.2 Collective Enhancement

The success of the DLCZ protocol hinges on an interference effect known as collective en-

hancement. After the measurement of the write photon, the atomic state is prepared in

a collective superposition where each atom has a probability of being in the excited state.

Fortunately, the phase acquired by each possible excitation of an atom causes constructive

interference for the return transition to the collective ground state under phase matching

conditions, leading to a strong enhancement of the read transition that scales with the num-
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ber of atoms. This process is crucial in that it amplifies the probability that the read pulse

will cause the signal photon to be generated, which amplifies the signal to noise ratio along

the phase matched direction.

Upon detection of a single idler photon, we know the write transition has taken place.

Recall that due to quantization of the electromagnetic field, ~E(~r, t) ∝ (â~k,s(t)e
i~k·~r + c.c.).

Thus, the collective atomic ensemble has absorbed one pump photon and emitted one idler

photon with k-vectors ~kw and ~ki. This excites one atom from the ground state to the excited

state, and since we cannot distinguish which one the result is the atomic superposition state

with phases:

|ψ〉 =
1√
N

N∑
n=1

ei(
~ki−~kw)·~rn|g1g2 . . . en . . . gN〉 (5.3)

Next we consider what happens when the read pulse arrives. Unlike the write transition,

we cannot simply herald upon a successful event and have to consider the case where the

read pulse does not cause a Raman transition to the original ground state. Let us assume

that due to the read pulse each atom has a probability g2 to undergo the Raman transition

from |e〉 to |g〉. The two-mode state corresponding to |atomic state〉 ⊗ |signal photon〉 after

the read pulse becomes:

|Ψ〉 =

N∑
n=1

ei(
~ki−~kw)·~rn|g1g2 . . . en . . . gN〉 ⊗ |0〉+ g

N∑
n=1

ei∆
~k·~rn|g1g2 . . . gN〉 ⊗ |1〉√

N +
∣∣∣g N∑

n=1

ei∆~k·~rn
∣∣∣2 (5.4)

where ∆~k ≡ (~ki+~ks−~kw−~kr). For large N , we can make the simplification that
N∑
n=1

ei∆
~k·~rn =

Nδ3(∆~k). Along the phase matched angle where ∆~k = 0, we see that collective enhancement
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of the read transition occurs, with the final two-mode density matrix becoming:

ρ =

N∑
n,m=1

ρnm + g2N2ρread

N + g2N2
(5.5)

=
1

1 + 1/(g2N)
ρread +

1

N + g2N2

N∑
n,m=1

ρnm

≈
(

1− 1

g2N

)
ρread +

1

N + g2N2

N∑
n,m=1

ρnm

here, ρread represents a successful read transition, while each of the components of the sum

ρnm = ei(
~ki−~kw)·~rn−i(~ki−~kw)·~rm|g1g2 . . . en . . . gN , 0〉〈g1g2 . . . em . . . gN , 0| corresponds to individ-

ual density matrix elements of a failed read transition that left the atomic state still excited.

For typical experiments, N ≈ 1013, leading to effectively perfect readout of the state (at

least, assuming no decoherence).

Another concern for successful readout is that the state does not decay due to spontaneous

emission prior to a read event. This concern is addressed thoroughly in the supplementary

information of the DLCZ paper [11] by considering a low finesse cavity aligned along the

signal channel with the read beam present. The rate of emission into the cavity κ′ gives

the rate of successful read events, while spontaneous decay rate γ′s out of the cavity gives

the rate of losses due to spontaneous emission. By then taking the limit that the cavity

finesse approaches one, the model approaches the no-cavity limit. The resulting signal to

noise ratio, defined by the R ≡ κ′/γ′s is then found to be:

R =
4NaLa|gc|2

cγs
≈ d0 (5.6)

where Na is the total number of atoms, La is the length of the interaction, gc is the atom-

cavity coupling, and d0 is the on-resonant optical depth. Thus, the signal to noise ratio

along the signal channel is also collectively enhanced by the number of atoms. From these

results, we can see that for the large number of atoms present in a typical DLCZ experiment,

collective enhancement allows for nearly-deterministic readout of the state with a high signal

to noise ratio along the phase matched direction.
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5.3 Applying Conditional Measurements to the FWM Process

The description of the CSE mode up to this point has considered a single CSE excitation,

however similar to any oscillator higher order excitations can be exist and can be utilized

as well. Assuming a sufficiently strong pump such that depletion can be neglected, the

dynamics of the write event can be described by the Hamiltonian [11]:

Ĥ = ~(γŜ†â†i + γ∗Ŝâi) (5.7)

where âi is the photonic annihilation operator for the idler mode and Ŝ is the CSE annihi-

lation operator described in Equation (5.2). This Hamiltonian is identical to the two-mode

squeezing Hamiltonian (3.19) that we encountered with two optical modes for FWM, however

in this case one of the modes is the atomic CSE mode. By applying the two-mode squeezing

operator associated with this Hamiltonian to the vacuum state similar to Equation (3.28),

we end up with the following state in the two-mode basis |CSE excitations〉⊗|idler photons〉:

|Ψ〉 =
1

cosh(|γt|)

∞∑
n=0

(−e(i arg(−iγt)) tanh(|γt|))n|n, n〉

≈ |0, 0〉 − iγt|1, 1〉 − γ2t2|2, 2〉+ ... (5.8)

We can now perform the same projective measurement technique as described in Section

4.1 upon the idler mode. By combining the idler with a weak coherent beam and heralding

upon detection of an exact number of photons, the CSE state is projected onto a superpo-

sition state whose components depend on the amplitude and phase of the coherent beam.

As was the case for photons, this can be extended to generate arbitrary CSE superposition

states up to N excitations, by using N coherent beams and N single photon detectors. This

arbitrary CSE state can then be efficiently mapped onto the optical signal mode due to the

collective enhancement process described in Section 5.2 and measured using optical detec-

tion techniques such as homodyne detection. The experimental results for generating optical

qubits shown in Section 4.2 can be interpreted as precisely this process, only with transient
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CSE state generation and immediate optical readout. However, this represents a first step

towards complete control over the atomic CSE state Hilbert space.
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Chapter 6

Conclusion

In this thesis, I have described our experimental work in developing a four-wave mixing

(FWM) system as a source of nonclassical states. Present measurements have demonstrated

the generation of single photons and arbitrary qubits in the optical domain with general-

ized efficiencies in the 40-50% range, while retaining the high spectral brightness that is

characteristic of the FWM process. While the generation of highly efficient qubits has been

demonstrated before, their creation from FWM at the efficiencies and count rates that we

have achieved is novel. One of the main advantages of the FWM process in atoms is that

it allows access to not only optical states but also to collective spin excitations (CSEs)

in atoms. At present, the CSE qubit exists only transiently, but by moving to a pulsed

excitation regime akin to the DLCZ protocol [11] this system allows for the creation and

manipulation of longer lived CSEs. One of the primary future goals of this experiment is to

ultimately demonstrate the heralded generation of arbitrary CSE qubit states. By preparing

and characterizing arbitrary optical qubits from FWM, we have demonstrated the quantum

state engineering side of this task and taken a step in that direction.

One of the important developments in this thesis is the creation of a model which takes

into account experimental imperfections, as was described in Section 4.3. This has allowed

us to not only model the FWM process including higher photon number states but also to

integrate the effects of optical losses, spatial and temporal mode mismatch, limited homodyne

detector bandwidth, and background thermal noise. While none of these effects explain the

reduced coherence observed in our experimental results, the creation of this model has allowed

us to rule them out as the cause of this effect. The current conjecture for the source of this

decoherence is some residual distinguishability between photons coming from our coherent
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source and the FWM process. Further investigation is required to determine the exact source

of this distinguishability.

Several steps could be taken to improve the experimental apparatus. The limited band-

width of the homodyne detector results in distortion of the measured temporal mode, causing

a mode mismatch upon reconstruction. Similar to spatial mode mismatch, this manifests

itself as loss due to imperfect visibility [49]. Using a faster homodyne detector which has a

much larger bandwidth than the bandwidth of the signal photons would allow us to neglect

the response function of the detector, allowing for an elimination of this loss. Alternatively,

a narrower filter cavity could be used in the idler channel to reduce the bandwidth of the

signal photons, however this comes at the expense of reduced count rate and stability. The

integration of such a narrowband cavity into the experiment is currently in progress. Prelim-

inary results show promise and have been described in Section 4.4. We have also developed

a technique which allows us to determine the temporal mode experimentally, as described

in Section 4.4 and Appendix A, which should serve as a useful tool to ensure high efficiency

temporal mode matching.

The ability to create arbitrary quantum states has tremendous applications across the

field of quantum information science. The simultaneous demonstration of relatively high

efficiency and high spectral brightness from FWM show that it has the potential to compete

with SPDC as a nonclassical light source. Since in FWM the photon pairs are generated

from an atomic source, they are conveniently close to atomic transitions and have compatible

bandwidths. This could be useful for atom-based quantum devices such as memories and

repeaters. Furthermore, the ability of this FWM process to generate arbitrary collective

atomic states could prove useful in preparing the internal states of these devices directly

without having to send in an nonclassical input signal, which can be inefficient. These

collective atomic states also present a novel system whose potential has not been thoroughly

explored, mainly due to the past difficultly of manipulating them. Four-wave mixing thus
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presents an exciting avenue for progress in both practical technologies and fundamental

research, and I look forward to what it will bring in the future.
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Appendix A

Derivation of Autocorrelation Matrix Relations

A.1 Relation of Autocorrelation to Density Matrix

In this section we seek to find the temporal mode of the signal state from the homodyne

photocurrent i(t). Given that our acquisition card is digital, the photocurrent data is saved

in discrete time bins, denoted ij for the jth time bin. Using the autocorrelation matrix with

elements Ajk = 〈ijik〉, we relate this to the density matrix in the time-bin basis as defined

below. Here, the expectation value is taken over all experimental data points.

Consider a single photon which is in a single time bin tj with probability ρjj. We denote

the state of this photon being in the jth bin as |j〉, where:

|j〉 = â†j|0〉 = â†j|0〉1 . . . |0〉j−1|0〉j|0〉j+1 · · · = . . . |0〉j−1(
√

1|1〉j)|0〉j+1 . . . (A.1)

where indices indicate the different time bins. For convenience, we write the state of having

no photons in any bin as |0〉 and the having two photons in the jth bin as |2j〉. A photon

in a pure temporal mode which is distributed over many bins can described by the state

|ψ〉 =
∑

j φ(tj)|j〉, where φ(t) is the temporal mode. For mixed states, the time-bin basis

density matrix is introduced as:

ρ̂ =
∑
n

Pn|ψn〉〈ψn| (A.2)

It is important to emphasize that this is not the usual Fock-basis density matrix. Instead

of the photon-number information, here we seek to find information about the time-bin

distribution - the temporal mode. If the signal is a pure temporal mode, then diagonalizing

this time-bin density matrix and taking its primary eigenvector yields the single temporal

mode vector |ψ〉.
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To find this, we can write the quadrature operators for a single time bin in terms of the

annihilation and creation operators:

X̂j =
âj + â†j√

2
(A.3)

Assuming perfection detector resolution we find:

Ajk = 〈ijik〉

∝ 〈X̂jX̂k〉

= Tr

[∑
m,n

ρmn|m〉〈n|X̂jX̂k

]

=
∑
m,n,l

ρmn〈l|m〉〈n|X̂jX̂k|l〉

=
∑
m,n

ρmn〈n|X̂jX̂k|m〉

(A.4)

We now need to compute the term 〈n|X̂jX̂k|m〉. Furthermore, we can also consider the

situation where our signal field is detuned by ∆ from our phase reference (for homodyne

tomography, this would be the phase of our local oscilllator). In this case, the operators

evolve in time according to â(t) = â(0)e−i∆t, â†(t) = â†(0)ei∆t. Expanding out the quadrature

operators we then get:

〈n|X̂jX̂k|m〉 =
1√
2
〈n|X̂j

[
e−i∆tmδkm|0〉+

√
2ei∆tmδkm|2m〉+ ei∆tk(1− δkm)|jm〉

]
=

1

2
〈n|
[
e−i∆(tm−tj)δkm|j〉+ 2δjmδkm|m〉+ (1− δkm)(δjk|m〉+ e−i∆(tm−tk)δjm|k〉)

]
=

1

2

[
e−i∆(tm−tj)δkmδnj + 2δjmδkmδnm + (1− δkm)(δjkδnm + e−i∆(tm−tk)δjmδnk)

]
(A.5)
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We can now compute the sum (A.4):

Ajk ∝
∑
m,n

ρmn〈n|X̂jX̂k|m〉

=
1

2

∑
m,n

ρmn

[
e−i∆(tm−tj)δkmδnj + 2δjmδkmδnm + (1− δkm)(δjkδnm + e−i∆(tm−tk)δjmδnk)

]
=

1

2

∑
n

[
e−i∆(tk−tj)δnjρkn + 2δjkδnkρkn + δjkρnn

+ e−i∆(tj−tk)δnkρjn − δjkδnkρkn − e−i∆(tk−tk)δjkδnkρkn

]
=

1

2

[
e−i∆(tk−tj)ρkj + 2δjkρkk + δjkTr[ρ̂] + e−i∆(tj−tk)ρjk − δjkρkk − δjkρkk

]
=
e−i∆(tj−tk)ρjk + ei∆(tj−tk)ρkj

2
+

1

2
δjk

= Re(ρjk) cos(∆(tj − tk)) + Im(ρjk) sin(∆(tj − tk)) +
1

2
δjk

(A.6)

where the last step uses the fact that ρ̂ is self-adjoint. Then

Â ∝ Re(ρ̂) cos(∆(tj − tk)) + Im(ρ̂) sin(∆(tj − tk)) +
1

2
1 (A.7)

with the constant of proportionality given by 2g2|α|2 where g is the HD gain. By taking

measurements over a range of LO frequencies corresponding to various detunings ∆, the real

and imaginary parts of ρ̂ can be directly determined from the autocorrelation matrix.

A.2 Consideration of Homodyne Detector Bandwidth

The previous derivation was made under the assumption that the homodyne detector has an

instantaneous response function, and then i(t) = AαXθ(t). However, for a real detector there

is the introduction of electronic noise ie and a non-instantaneous response function r(t− t′).

This affects the photocurrent, which follows the expression i(t) = Aα
∫
Xθ(t

′)r(t−t′)dt′+ie(t)
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in the realistic case. The autocorrelation matrix relation then follows:

Ajk = 〈i(tj)i(tk)〉

= A2α2
〈∫∫ ∞

−∞
Xθt′

(t′)r(tj − t′)Xθt′′
(t′′)r(tk − t′′)dt′dt′′

〉
+ 〈ie(tj)ie(tk)〉

= A2α2

∫∫ ∞
−∞
〈Xθt′

(t′)Xθt′′
(t′′)〉r(tj − t′)r(tk − t′′)dt′dt′′ + 〈ie(tj)ie(tk)〉

= A2α2

∫∫ ∞
−∞

[
Re(ρt′,t′′) cos(∆(t′ − t′′)) + Im(ρt′,t′′) sin(∆(t′ − t′′))

+
1

2
δt′,t′′

]
r(tj − t′)r(tk − t′′)dt′dt′′ + 〈ie(tj)ie(tk)〉

=
〈
(iideal ∗ r)(tj)(iideal ∗ r)(tk)

〉
+ 〈ie(tj)ie(tk)〉 (A.8)

From (A.8), we can see that the response function of the homodyne detector acts on the

ideal autocorrelation matrix by 2D convolution (plus some background electronic noise). If

the homodyne detector is fast enough, that is if its inverse bandwidth is much smaller than

the temporal response function of the signal, this effect can be ignored. For a discussion of

the losses that occur when the inverse HD bandwidth is comparable to the temporal response

function of the signal, see [49].

A.3 Addition of EOM Sidebands

The result of Equation (A.7) is general, and holds for any time-bin density matrix ρ̂. Exper-

imentally, we aimed to generate a complex temporal mode by introducing phase modulation

using an EOM. This modifies the temporal mode derived in Equation (3.36) to be the fol-

lowing:

|ψ〉 =
∑
j

eγtj/2eiβ sin(ωtj+φ)Θ(−tj)|j〉 (A.9)

where β is the modulation strength, ω is the EOM frequency, and φ is the initial phase of

the modulation.
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Finding the density matrix elements yields:

ρmn = 〈m|ψ〉〈ψ|n〉

= eγ(tm+tn)/2 eiβ[sin(ωtm+φ)−sin(ωtm+φ)]Θ(−tm)Θ(−tn)

= eγ(tm+tn)/2 e2iβ[sin(ω(tm−tn)/2) cos(ω(tm+tn)/2+φ)]Θ(−tm)Θ(−tn) (A.10)

This gives a nice density matrix with both real and imaginary parts that the autocorrelation

technique should be able to experimentally measure. However, unfortunately in our exper-

iment the timing of photon pair events was random, causing the phase φ to be completely

randomized between trigger events. The result is that the signal state we actually measured

the average over all possible φ, yielding:

ρmn =

∫ π

−π
dφ eγ(tm+tn)/2 e2iβ[sin(ω(tm−tn)/2) cos(ω(tm+tn)/2+φ)]Θ(−tm)Θ(−tn)

= eγ(tm+tn)/2 · 2πJo
(

2β sin
(ω

2
(tm − tn)

))
Θ(−tm)Θ(−tn) (A.11)

where J0 is a Bessel function. This density matrix unfortunately is strictly real. However,

this model matches our experimentally measured density matrix with the EOM (Figure 4.9)

very well. Modifying the experiment to either herald or postselect on a narrow range of φ

would allow for the creation of the complex density matrix in Equation (A.10), at the cost

of greatly reducing the count rate.
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[44] Erwin Schrödinger. Der stetige übergang von der mikro-zur makromechanik. Natur-

wissenschaften, 14(28):664–666, 1926.

81



[45] Roy J Glauber. Coherent and incoherent states of the radiation field. Physical Review,

131(6):2766, 1963.

[46] Fortunato T Arecchi et al. Measurement of the statistical distribution of gaussian and

laser sources. Physical Review Letters, 15(24):912–916, 1965.

[47] Eugene Wigner. On the quantum correction for thermodynamic equilibrium. Physical

Review, 40(5):749, 1932.

[48] Frédéric Grosshans and Philippe Grangier. Effective quantum efficiency in the pulsed

homodyne detection of a n-photon state. The European Physical Journal D-Atomic,

Molecular, Optical and Plasma Physics, 14(1):119–125, 2001.

[49] Ranjeet Kumar, Erick Barrios, Andrew MacRae, AI Lvovsky, E Cairns, and EH Hunt-

ington. Versatile wideband balanced detector for quantum optical homodyne tomogra-

phy. Optics Communications, 2012.
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