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Abstract

Theoretical calculations have played a vital role in understanding electronic properties

of chemically and electronically relevant systems. Some of the roles played by the-

oretical approaches include the assignment and interpretation of spectra of chemical

species such as the transition metal (TM) complexes. However, before these theoreti-

cal methods can be used as predictive tools in the chemical analysis of compounds for

which experimental results are unavailable, the performance and scope of applicability

of these methods must be well understood and improvements made wherever necessary.

In this work, the Constricted Variational Density Functional Theory (CV-DFT) met-

hod is used in detailed analyses of excited-state properties of TM and other chemical

species. Studies are carried out with the CV-DFT method in areas where the adiabatic

Time-Dependent Density Functional Theory (ATD-DFT) method have been found in-

sufficient, such as charge transfer (CT) and Rydberg excitations, as well as areas where

ATD-DFT performed well. This was done to ensure that, the CV-DFT method not only

show good performance for excitations poorly described by ATD-DFT but those that

are sufficiently described as well. For a better understanding of the strengths and weak-

nesses of the CV-DFT methods, our calculated results are compared to experimental

and/or high level ab initio results whenever available.

Finally, an extension is made to CV-DFT for double excitation. These double exci-

tations are known to be important for excited-state studies in conjugated systems such

as the polyenes. Future work will be carried to examine the performance of this method.

We find, in general, that CV-DFT shows accurate performance for excitations that

are poorly described by the ATD-DFT method, and comparable performance for exci-

tations in which ATD-DFT performs adequately.
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Chapter 1

Introduction

1.1 General Introduction to Excited States and Excited-State Studies

within Density Functional Theory

Excited-state properties and behaviour of atoms and molecules are of profound im-

portance in the physical and applied sciences. The quantum mechanical treatment of

excited states began shortly after the introduction of quantum mechanics [2, 3, 2, 4, 5,

6, 7, 8, 9, 10, 11, 12, 13, 14]. Calculated excited-state properties of some chemical

species such as permanganate for the first time aided in the assignment of experimental

spectra [2, 4, 6, 11, 12, 15, 16, 17, 18]. As a result, theoretical calculations became

a valuable part of excited-state studies. It became apparent, subsequently, that for a

thorough understanding of compounds such as the transition metal (TM) complexes, it

is necessary to include some excited states (higher energy configurations) to the lowest

possible energy level (ground-state) treatment. Experimental excited-state studies in a

wide variety of molecular systems can be used as test sets to determine the accuracy of

theoretical excited-state methods. Conversely, theory can be used to make predictions

about excited-state properties before experimentation.

The time-dependent Schrödinger equation affords the time-dependent wave func-

tion, which contains all the information about the electronic structure and excited-state

properties. The drawback here, however, is that solving the time-dependent many-body

Schrödinger equation exactly for any system other than hydrogen and related species

has so far proved impossible. Consequently, approximate methods have been proposed

and developed over the years with new methods still under development.

Some examples which form part of the ab initio wave function family of methods
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are complete active space self-consistent field (CASSCF) [19], complete active space

second-order perturbation theory (CASPT2) [20], multi-configurational self-consistent

field (MCSCF) [21, 22], restricted active space self-consistent field (RASSCF) [23],

RASPT2 [24], coupled cluster (CC) theory [25, 26], equation-of-motion coupled clus-

ter (EOMCC) [27], n-electron valence state perturbation theory (NEVPT) [28], multi-

reference configuration interaction (MRCI) [29], spectroscopically oriented configura-

tion interaction (SORCI) [30], and time-dependent Hartree-Fock (TD-HF) [31, 32, 33,

34].

The focus here is on density functional theory (DFT) based methods. Specifically,

Kohn-Sham [35] (KS) DFT. The ground-state energy in DFT is written in terms of

the ground-state density instead of the ground-state wave function. In the KS-DFT

formalism, use is made of a set of fictitious non-interacting electrons that have the

same density as the interacting system. The KS-DFT energy expression contains the

exchange-correlation (XC) energy term that is a functional of the density. Although the

exact relation is not known. Several approximations are made to the XC energy term

(in the form of XC functionals) leading to the many different flavours of DFT such as

LDA[36], BP86[37, 38], B3LYP[39] etc. (details are shown in Chapter 2). Thus, the

XC functional is a defining feature of DFT.

Electronic excitation studies within DFT gained a lot of attention with the increas-

ing success of DFT in ground-state studies. Several excited-state methods have been

developed and some are still underway in the DFT formalism. These include ensemble

DFT [40, 41, 42], ∆SCF-DFT [13, 15, 14, 43, 44, 45, 46], constricted variational DFT

(CV-DFT) [47, 48, 49, 50, 51] and time-dependent DFT (TD-DFT) [52, 53, 54, 55, 56].

TD-DFT has seen a lot of success. As a result, it is a widely used method by both

theoreticians and experimentalists alike.
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1.2 Types of Excitations

There are different types of excitations depending on where in the lowest occupied

orbitals the electron is coming from (core or valence region), where the electron is

going (lowest or higher lying virtual orbitals), how long the electron stays in the virtual

orbital, and finally the number of electrons that move from the occupied orbitals into the

virtual orbitals. Rydberg excitations involves the transfer of an electron from compact

occupied to a diffuse virtual orbital; this is observed in compounds such as N2, CO and

C2H4. With valence excitations, an electron transfer is between a compact occupied

orbital and a compact virtual orbital (these are the “regular” electronic excitations).

Charge transfer excitations are similar to valence excitation, the difference is that the

occupied and virtual orbital are spatially separated or are even situated on two different

molecules. Examples are seen in the transition metal complexes. In double electron

transitions, two electrons are removed from the occupied orbitals and placed into the

virtual orbitals. Isolated double electron excitations are not usually as interesting as

valence excitations with significant double electron excitation character; examples of

such excitations are found in conjugated π–systems such as the polyenes.

Vertical excitations are primarily short-lived excitations, i.e. the electrons stay in

the higher energy level for a time too short for significant nuclear motions. This is

the opposite of what is observed in adiabatic excitation, where the electrons stay in

the excited-state for a comparably longer time, enough time for a system to undergo

geometric changes. The accurate description of this excitation require excited-state

geometry optimisation. Finally, when an adiabatic excitation is corrected for zero point

energy, it results in 0–0 excitation. All excitations studied in this work are examples of

vertical excitations. As such, no excited state geometry optimisations were carried out.

Figure 1.1 shows the simplest case i → a; a single orbital replacement where “i”

represents a high-lying occupied orbital where the electron is taken from and “a” repre-

sents a low-lying virtual orbital into which the electron is placed. This kind of electronic

excitation is accurately described by both ∆SCF-DFT [14, 15, 18] and adiabatic TD-
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Figure 1.1: Excitation energy for i→ a transition calculated as ∆E = IP(Neutral sys-
tem) + EA(Positively charged system).

DFT (ATD-DFT) [57, 58, 59, 60] methods. ∆SCF-DFT is an energy difference method;

the excitation energy is calculated as the energy difference between the ground-state

energy and the energy obtained from a calculation carried out with a non-Aufbau occu-

pation (representing the excited-state). In TD-DFT, the excitation energy is obtained as

a result of the first-order change in density due to an external perturbation. The exact

time/frequency-dependent XC term is not known, the ATD-DFT method is the result

when use is made of the ground-state XC functionals (see Chapter 2 for details).

∆SCF-DFT breaks down when we move to the more general case (valence-type

transition) where the electron moves from a linear combination of ground-state occu-

pied orbitals to a linear combination of virtual orbitals. Luckily, ATD-DFT performs

well and efficiently for this kind of excitation accounting for one of the reasons for its

wide usage.

Extensive benchmarking of TD-DFT revealed its weaknesses. These weakness in-

clude its deficiency in describing Rydberg transitions [1, 61, 62, 63], charge transfer

(CT) transitions [64, 65, 66, 67, 68, 69, 70, 71, 72, 73] and electronic transition with

significant doubles contribution [54, 55, 65, 66, 74, 75, 76]. CT transitions involve the

transfer of an electron from one region amongst the occupied orbitals (donor region,

D+) to a separate region in the virtual orbital manifold (acceptor region, A−) or the

transfer of an electron from a donor region to an acceptor region perpendicular to the

donor region. Here the overlap (SD+A−) between the donor and acceptor orbitals is
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nearly zero. In Rydberg transition, the small overlap (SD+A− ≈ 0) is due to the fact

that the electron is removed from a compact occupied orbital and placed into a diffuse

orbital (Rydberg orbital). The correct description of the diffuse orbital is achieved by

adding diffuse functions to the normal valence basis sets.

The widely used ATD-DFT method relies on the available ground-state exchange-

correlation (XC) functionals; these XC functionals do not have the correct long-range

behaviour. They decay more rapidly as the distance from the nucleus increases. This

deficiency is what is known as the incorrect ∼ –1/r behaviour [62]; more details are

given in Chapter 5.

For Rydberg transitions, TD-DFT with the conventional functionals performs poorly.

This is due to the inability of these XC functionals to accurately describe the ioniza-

tion potential (IP) of the neutral atoms or molecules and the electron affinity (EA) of

the resulting positively charged atoms or molecule [56, 77, 78]. However, the errors

in the excitation energies are lower than the errors in the IP and EA alone [79]. The

errors in systems with double excitation character (conjugated π–systems) are due to

the absence of higher-order terms in the ATD-DFT formulation (see Chapter 2). Fur-

ther, the errors in CT transitions are related to the inability of ATD-DFT to accurately

describe the part of the energy expression that is involved in the electrostatic interaction

between the donor and acceptor parts of the system of interest; this is the term linked to

the separation of the donor (D+) and acceptor (A−) parts 1/|rD+−rA− | [64, 80, 81, 82].

Attempts to resolve these deficiencies in TD-DFT fall into two broad categories:

(a) working to find the XC functionals that have the correct short and long range be-

haviour, and are computationally inexpensive, as well as going beyond the commonly

used adiabatic formulation; (b) developing alternative DFT based methods with the

ability to go beyond the second-order formulation in ATD-DFT. Several ways of go-

ing beyond the adiabatic formulation have been proposed and some afford significant

improvement over the “regular” ATD-DFT (ATD-DFT with ground-stateXC function-

als). The difficulty in simply making changes that might afford improvements in one

area, such as Rydberg transitions, is that the resulting “improved” TD-DFT method
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[1, 61, 62, 63, 64, 71, 72, 83, 84, 80, 85, 86, 87, 88, 89, 90] must perform well for

not only the Rydberg transitions but all other transitions accurately described by the

“regular” ATD-DFT method.

A commonly used test set for newly developed method is the TM complexes which

may have complicated electronic structures and properties. An electronic transition in

these complexes might include “regular” valence excitations with some hidden CT or

Rydberg excitations or even double excitation character. Additionally, TM complexes

have been widely used as test sets because there are a large number of experimental as

well as high-level theoretical results available for comparison.

Recent attempts to correct the medium to long range behaviour of the function-

als resulted in the inclusion of a fraction of the Hartree-Fock (HF) exchange into the

DFT functionals. These are the static hybrid functionals. More recently, the hybrid

functionals [1, 61, 62, 63, 64, 71, 72, 83, 84, 80, 85, 86, 87, 88, 89, 91, 92] are con-

structed to switch between the DFT (short range) and HF (long range); these are the

length-corrected (LC) functionals, see Chapter 5. These functionals improve ATD-

DFT excitation energies for Rydberg and CT transitions. However, they sometimes

lead to increased errors in the transitions which were accurately described by “regular”

ATD-DFT calculations.

Our recently developed Constricted Variational DFT (CV-DFT) [47, 48, 49, 50, 51]

affords a way of combining the strengths of ∆SCF-DFT and ATD-DFT methods with-

out the use of “tuned” functionals. ∆SCF-DFT and ATD-DFT methods can be seen

as special cases in the CV-DFT method; for a single orbital replacement, the CV-DFT

method (RSCF-CV(∞)-DFT, Chapters 2 and 5) gives identical excitation energies as

∆SCF-DFT, and the general form of CV-DFT method where the variational mixing is

carried out to second-order in the mixing coefficient (CV(2)-DFT) is identical to the

ATD-DFT method (details are given in Chapter 2).

However, it can be shown, even within the CV(2)-DFT method that we can straight-

forwardly include the doubles interactions as higher-order terms in the energy expres-

sion. This feature is absent in the ATD-DFT method. In the excitation of an α–electron,
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the β–electrons are considered frozen; if we allow them to relax and expand the en-

ergy expression to 4th-order, we obtain the R-CV(4)-DFT method. The higher-order

(third- and fourth-order) terms and the relaxation lower the energy. Thus the R-CV(4)-

DFT method succeeds for CT transitions but performs poorly for “regular” valence

excitation energies [93]. Attempts to resolve this drawback led to the all-order orbital

relaxed self-consistent field CV-DFT (RSCF-CV(∞)-DFT) method. The performance

of the different versions of the CV-DFT method through its development are analyzed

in chapters 3 to 7. Finally an extension to the CV-DFT method for double electron

excitations is provided in Chapter 8.

1.3 Thesis Objectives

The main objective of the work presented in this thesis is to assess the performance of

the CV-DFT method in the analyses of excited state properties of electronically complex

systems. A second objective is to provide explanation for its (good) performance for

the various possible excitations within relevant compounds such as the TM complexes.

The focus was not only for cases where other methods failed but where they succeeded

as well, so that complete improvements in the CV-DFT method can be made. This

objective is summarized by a quotation by Richard Feynman;

The only way to have real success in science. . .is to de-

scribe the evidence very carefully without regards to the

way you feel it should be. If you have a theory, you must

try and explain what’s good about it and what’s bad about

it equally. In science you learn a sort of standard integrity

and honesty.

The smaller goals set in order to achieve these objectives are;

1. To analyze the shortcomings of the TD-DFT method and provide in-

depth explanation of the source of the errors and
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2. To compare CV-DFT results to ∆SCF-DFT and TD-DFT methods, as

well as experimental and some high level ab initio results whenever

available. This is necessary to determine the scope of applicability of

the CV-DFT method.

The theoretical background of the methods used, including similarities and differ-

ences, are outlined in Chapter 2. In Chapter 3, we analyzed the weak exchange cou-

pling interaction in 11 binuclear Cu(II) systems using the spin-flip CV(2)-DFT (SF-

CV(2)-DFT) method. In Chapter 4, we applied the SF-CV(2)-DFT method as well as

combined Extended Transition State and Natural Orbital for Chemical Valence (ETS-

NOCV) method for determining the nature of the bonding in the heavier acetylene ana-

logues (Group 14). This is followed by the analyses of Rydberg transition of 9 systems

in Chapter 5. In Chapter 6, we determined the excitation energies in 9 d0 tetroxo TM

complexes. In Chapter 7, we determined excitation energies for octahedral TM com-

plexes with RSCF-CV(∞)-DFT method.

In Chapter 8, we provide an extension of the CV-DFT method for double electron

excitation within the RSCF-CV(∞)-DFT formalism as well as the CV(2)-DFT (or TD-

DFT) formalism. Finally in Chapter 9, we provide a summary and an extension of the

work.
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Chapter 2

Theoretical Background

2.1 Introduction

The procedure for calculating the ground-state properties of a system involves the ap-

plication of the time-independent Schrödinger equation given as

ĤΨi = EiΨi (2.1)

where Ψi is the ith eigenstate and the corresponding eigenvalue Ei. The non-relativistic

Hamiltonian Ĥ is given in atomic units by

Ĥ = −
N∑
i

52
i

2
+

N∑
i

υ(ri) +
1

2

N∑
i,j
j 6=i

1

rij
(2.2)

the first term on the right is the kinetic energy term for N electrons followed by the

potential energy term and finally the electron-electron repulsion term (Coulomb term).

For simplicity and convenience, the expressions are written in atomic units (au). The

mass of an electron (me), electronic charge (e) and reduced Plank’s constant
(
~ =

h
2π

)
are all set to 1. Appendix F shows their numerical values in SI unit. Eq (2.1)

is a simplification that excludes the nuclear degrees of freedom, the contribution from

the nuclei is fixed and independent of the electronic coordinates, but contributes to

υ(r). This approximation is referred to as the clamped nuclei (Born-Oppenheimer)

approximation. The antisymmetric wave function in eq (2.1) for N -electron system

has 3N variables (after integrating out the spins) which makes the exact solution of eq

(2.1) impossible for N > 2. Several schemes have been proposed to solve eq (2.1)

approximately.

One way of solving the equation approximately that avoids dealing directly with the

wave function and its associated variable dependence is found in the Density Functional
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Theory (DFT) method [94, 35]. It is a formally exact theory; the approximation comes

as a result of the use of approximate potentials (see the next section for details). One

can in principle determine all the properties of a system of interest without solving eq

(2.1) explicitly.

2.2 Density Functional Theory (DFT) method: Kohn-Sham equations

Here we start with a non-interacting system of N -electrons that has the same density as

the real system, the Hamiltonian is given by

Ĥnon = −
N∑
i

52
i

2
+

N∑
i

υn(ri). (2.3)

The non-interacting system is represented by a single Slater determinant

Ψn = |φ1φ2φ3 . . . φiφj . . . φn| (2.4)

here, the spin-orbitals φi are solutions to the equation

(
− 5

2
i

2
+ υn(r)

)
φi(r) = εiφi(r). (2.5)

The corresponding ground-state density of the non-interacting system is obtained from

the occupied set as

ρn(r) =
occ∑
i=1

|φ∗i (r)φi(r)|. (2.6)

The energy expression for an interacting system of electrons obtained from the

Hohenberg-Kohn (HK) theorem [94] is given as

E =
N∑
i

∫ [
− 5

2
i

2
ρ1(r, r′)

]
r=r′

dr +
N∑
i

M∑
A

∫
ZA
riA

ρ1(r)dr

+

∫∫
ρ2(r, r′)

|r− r′|
drdr′ (2.7)

where ρ(r, r′) is the one-electron density matrix defined as

ρ1(r, r′) = n

∫
dr2 . . .

∫
drn

∫
Ψ∗(r′, r2, . . . , rn)Ψ(r, r2, . . . , rn). (2.8)
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The diagonal element (electron density) ρ1(r) is obtained when r = r′. The two-

electron density (ρ2(r, r′)) is given by

ρ2(r, r′) =
n(n− 1)

2

∫
dr3 . . .

∫
drn

∫
Ψ∗(r, r′, r3, . . . , rn) (2.9)

Ψ(r, r′, r3, . . . , rn).

The variable r is the spatial component and only variable remaining after the spin com-

ponent is integrated out. The first term on the right hand side of eq (2.7) is the kinetic

energy followed by the nuclear-electron attraction and the last term is the electron-

electron repulsion.

The actual DFT expressions implemented in most software packages, the Kohn-

Sham (KS) equations [35], are obtained by adding and subtracting the non-interacting

kinetic energy and electron-electron repulsion terms in eq (2.7).

E =
N∑
i

∫ [
− 5

2
i

2
ρn

1(r, r′)
]
r=r′

dr +
N∑
i

M∑
A

∫
ZA
riA

ρn
1(r)dr

+
1

2

∫∫
ρn

1(r)ρn
1(r′)

|r− r′|
drdr′ + EXC [ρ] (2.10)

where the exchange-correlation energy, EXC , containing the parts of eq (2.10) we do

not know exactly is expressed as

EXC [ρ] =
N∑
i

∫ [
− 5

2
i

2
ρ1(r, r′)

]
r=r′

dr−
N∑
i

∫ [
− 5

2
i

2
ρn

1(r, r′)
]
r=r′

dr

+
1

2

∫∫
ρ2(r, r′)

|r− r′|
drdr′ − 1

2

∫∫
ρn

1(r)ρn
1(r′)

|r− r′|
drdr′. (2.11)

The first functional derivative of the eq (2.10) with respective to the ρ for the i’th elec-

tron gives

FKS
i = −5

2
i

2
+

M∑
A

ZA
riA

+

∫
ρn

1(rj)

rij
drj + υXC [ρ] (2.12)

here

υXC [ρ] =
δEXC [ρ]

δρ
. (2.13)

11



The spin-orbitals for the interacting system can be obtained by solving the one-

particle equation

FKS
i ψi(r) = εiψi(r). (2.14)

From this set, we can get our ground-state Slater determinant Ψ = |ψ1ψ2ψ3 . . . ψiψj

. . . ψn| with the associated ground-state density

ρ(r) =
occ∑
i

|ψ∗i (r)ψi(r)|. (2.15)

The advantage of solving the KS equation instead of solving the Schrödinger equa-

tion lies is the substitution of the wave function, Ψ, which depends on 3N variable with

the ground-state density, ρ, which depends on 3 variables. However, the downside is

that the exact form of the XC potential (υXC [ρ]) is not known and as a result finding

approximate expressions for it is the subject of ongoing research.

The approximation to DFT comes from the approximations made to the XC po-

tential. The local density approximation (LDA) is the earliest formulation. There have

been several different approximations formulated since LDA, the broad categories are

the generalized gradient approximations (GGAs), meta GGA, the hybrid functionals

and hyper-GGAs, and more recently, the length corrected (LC) functionals.

Next, we turn to excited states in DFT. Use has been made of approaches based on

both variational theory (∆SCF-DFT) and response theory (TD-DFT).

2.3 Time-Dependent DFT (TD-DFT) method

The HK theorem [94] proves a unique one-to-one correspondence between the exter-

nal potential and the density, forming the basis for DFT. A similar proof for a time-

dependent process within DFT was provided by Runge and Gross [53]. The formal

justification for expressing the time-dependent density in terms of the non-interacting

density as in the case of ground-state DFT was provided by van Leeuwen [95]. We start

with a ground-state DFT calculation, i.e. a calculation at t = 0 (t0). This is followed by

12



a calculation carried out with a time-dependent potential, the time-dependent density is

given as

ρ(r, t) =
occ∑
i

|φ∗i (r, t)φi(r, t)|. (2.16)

The orbitals φi(r, t) are similar to those of eq (2.5), the difference is that the orbitals

are nonlocal with-respect-to time. The orbitals in eq (2.16) are obtained from the time-

dependent DFT equation

(
−
52
j

2
+ υs[ρ](r, t)

)
φj(r, t) = i

∂

∂t
φj(r, t) (2.17)

where the effective potential, υs[ρ](r, t) is defined as

υs[ρ](r, t) =
M∑
A

ZA
riA

+

∫
ρ1(r, t)
rij

drj + υXC [ρ](r, t). (2.18)

The terms in this equation are same as defined for eq (2.12) with an additional de-

pendence on time. This is the formal TD-DFT description of a time-dependent system.

However, it is not used in practical applications because the exact nature of υXC [ρ](r, t)

is not known as in the case of ground-state DFT. Here use is made of the ground-state

XC potential

υXC [ρ](r, t) ≈ υAdia
XC [ρ](r, t) ≡ υ0

XC [ρ0](r). (2.19)

This is the adiabatic formulation of the TD-DFT (ATD-DFT) method. The XC po-

tential is local with respect to time, in addition to the aforementioned approximations

made to the ground-state XC potentials themselves.

The first-order change in density as a result of a perturbation is given as

∆ρ(r, ω) =
∑
i,a

Piaφi(r)φ
∗
a(r). (2.20)

Eq (2.20) is expressed in the frequency domain, Pia is density matrix element in the

frequency domain.

The excitation energies in TD-DFT are obtained as poles of the polarizability of

an atom or molecule. The eigenvalue equation from which the excitation energy is

13



determined is given as

ΩUI = ω2
I0UI (2.21)

here UI are the eigenvectors and ωI0 are the excitation energy corresponding to UI . Ω

is defined as

Ω = S−1/2(A + B)S−1/2 (2.22)

here

S = (A−B)−1 (2.23)

and the elements of the ground-state Hessian (A and B) are defined as

AKS
aibj = δabδij(ε

0
a − ε0i ) +KKS

aibj (2.24)

BKS
aibj = KKS

aijb. (2.25)

The K integral is defined as

KKS
pqst = KC

pqst +KXC
pqst (2.26)

where

KC
pqst =

∫ ∫
φp(r)φq(r)

1

r12

φs(r
′)φt(r

′)drdr′ (2.27)

K
XC(HF)
pqst = −

∫ ∫
φp(r)φs(r)

1

r12

φq(r
′)φt(r

′)drdr′ (2.28)

K
XC(KS)
pqst =

∫
φµp(~r)φµq (~r)fµνXC(~r, ω)φνs(~r)φ

ν
t (~r)d~r. (2.29)

Eqs (2.27) and (2.28) are integrated over spin and space, whilst eq (2.29) is over space

only. The factor fµνXC(~r, ω) in eq (2.29) represents the energy kernel given by

fµνXC(r, ω) =

(
∂2EXC
∂ρµ∂ρν

)
0

. (2.30)

Eq (2.21) reduces to

AUI = ωI0UI (2.31)

after applying the Tamm-Dancoff approximation (BKS
aibj = 0).
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2.4 ∆SCF-DFT method

This is one of the oldest excited state methods within the DFT framework [13, 14, 43,

96, 97]. The excited state is obtained as energy difference between the ground-state

energy and the total energy of a state with occupation corresponding to an excited state.

The ground-state determinant given by

Ψ = |ψ1ψ2ψ3 . . . ψiψj . . . ψn| (2.32)

from which we calculate the ground-state energy, E0. We construct the excited state

determinant from the ground-state determinant by a single orbital replacement, i → a.

The resulting Slater determinant is given by

Ψi→a = |ψ1ψ2ψ3 . . . ψaψj . . . ψn| (2.33)

with the corresponding energy, Ei→a. Finally, the energy of the excited state corre-

sponding to this transition is given, as indicated above as,

∆EM
i→a = Ei→a − E0. (2.34)

The triplet excited state energy, ∆ET
i→ā, is calculated directly from Ψi→ā = |ψ1 ψ2

ψ3 . . . ψa ψj . . . ψn| obtain from i → ā substitution of eq (2.32). Finally, the singlet

excited state energy, ∆ES
i→a, is obtained as,

∆ES
i→a = 2∆EM

i→a −∆ET
i→ā (2.35)

where ∆EM
i→a is the mixed state energy calculated using eq (2.34) and it is defined as

∆EM
i→a =

1

2
∆ES

i→a +
1

2
∆ET

i→ā. (2.36)

These are calculated as

∆EM
i→a = (εa − εi) +

1

2
Kiiii +

1

2
Kaaaa −Kaaii + ∆EM

Rel (2.37)

∆ET
i→ā = (εa − εi) +

1

2
Kiiii +

1

2
Kaaaa −Kaāīi + ∆ET

Rel (2.38)

∆ES
i→a = (εa − εi) +

1

2
Kiiii +

1

2
Kaaaa − 2Kaaii +Kaāīi + ∆ES

Rel (2.39)
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here ∆ERel is the term that comes from orbital relaxation. When this term is excluded,

we end up with ∆DFT. The K integrals are defined in eqs (2.27)–(2.29). The self-

interaction terms, Kiiii and Kaaaa are zero for HF and non-zero for pure DFT function-

als.

The singlet and triplet energies calculated with this method gives very good agree-

ment with experimental and some high level ab initio results. However, this good

performance is limited to excitations that can be represented by a single orbital replace-

ment. Additionally, in the practical application of ∆SCF-DFT, the optimization of the

orbitals leads to a variational collapse as orthogonality between the l’th excited and

the (l − 1)th states is not ensured. This is particularly true for excited states with the

same symmetry as the ground-state and ∆SCF-DFT breaks down in systems with no

symmetry.

2.5 Constricted Variational DFT (CV-DFT) method

The CV-DFT method within the past years has gone through several developmental

stages. The method involves the mixing of portions of virtual (unoccupied) orbitals into

the occupied orbitals. This mixing can be done to all orders in the variational mixing

coefficient, U . The first version is that one in which the mixing is carried out to second-

order in U , CV(2)-DFT, given by

φ′i(1) = φi(1) +
vir∑
a

Uaiφa −
1

2

vir∑
a

occ∑
j

UaiUajφj(1) +O(3)[U ]. (2.40)

This is orthonormal to second-order in U . This generates excited state orbitals {φ′i;

i = 1,occ} which can be organized in a new excited state Slater determinant Ψ′ =

|φ′1φ′2φ′3 . . . φ′iφ′j . . . φ′n|. The corresponding density is given as

ρ′(1) =ρ(0)(1) +
occ∑
i

vir∑
a

Uaiφa(1)φ∗i (1) +
occ∑
i

vir∑
a

U∗aiφ
∗
a(1)φi(1)

+
occ∑
i

vir∑
a

vir∑
b

U∗aiUbiφa(1)φ∗b(1)−
occ∑
i

occ∑
j

vir∑
a

UaiU
∗
ajφi(1)φ∗j(1) (2.41)
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expressed to second-order in U . The reference ground-state density is ρ(0). The accom-

panying energy to second-order in U is

EKS[ρ′(1, 1′)] =EKS[ρ(0)(1, 1′)] +
∑
ai

UaiU
∗
ai

(
ε0a − ε0i

)
+
∑
ai

∑
bj

UaiUbjK
KS
ai,bj +

1

2

∑
ai

∑
bj

UaiUbjK
KS
ai,jb

+
1

2

∑
ai

∑
bj

U∗aiU
∗
bjK

KS
ai,jb +O[U3]. (2.42)

EKS[ρ(0)] is the energy corresponding to ρ(0). In eq (2.42), “a,b” and “i,j” run over

virtual and occupied reference state orbitals, respectively. Eq (2.42) can be rewritten in

a more compact form as

EKS[ρ′] = EKS[ρ(0)] + U+(AKS +BKS)U (2.43)

∆EKS[∆ρ′] = EKS[ρ′]− EKS[ρ(0)] = U+(AKS +BKS)U. (2.44)

Assuming that the orbitals and elements Uai are real. The matrix (AKS + BKS) is the

electronic ground-state Hessian, where the elements AKS
aibj and BKS

aibj are defined in eqs

(2.24) and (2.25).

Here the running numbers are over the occupied and virtual orbital pairs “ai”. To

solve eq (2.44), we determine points along EKS[ρ′] such that ∆EKS[∆ρ′] represent elec-

tronic transition energy. The optimization of eq (2.44) is carried out with the constraint

that the density change, ∆ρ′, corresponds to an electronic transition [47]. This is a nec-

essary condition because a direct optimization will lead to ∆EKS[∆ρ′] = 0, giving back

the ground-state energy. The constraint enforced in the optimization of eq (2.44) comes

from the last two terms of eq (2.41) which represents removing of an electron from the

occupied space and placing it in the virtual space. Integrating over the last two terms of

eq (2.41) separately leads to

∆qvir = −∆qocc =
∑
ai

UaiU
∗
ai = 1. (2.45)

Solving eq (2.43) with the constraint in eq (2.45) leads to the eigenvalue equation

(AKS +BKS)U (I) = λ(I)U
(I) (2.46)
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here U (I) is the variational mixing coefficient with elements {U (I); I=1,occ× vir} and

λ(I) is the associated electronic transition energy. When the Tamm-Dancoff approxima-

tion (TDA) is applied eq (2.46) reduces to

AKSU (I) = λ(I)U
(I). (2.47)

Eqs (2.46) and (2.47) are identical to those obtained in ATD-DFT before and after TDA

is applied, respectively.

In the CV-DFT method, we are not limited to the second-order formulation. We

can extend the method to include all-order terms in U , by carrying out the mixing to

all orders in U . That is, going beyond the second-order mixing shown in eq (2.40). A

more general all-order mixing is given as

Y

(
φocc
φvir

)
= eU

(
φocc
φvir

)
=

(
∞∑
m=0

(U)m

m!

)(
φocc
φvir

)
=

(
φ′occ
φ′vir

)
. (2.48)

The concatenated column vectors φocc and φvir in the above expression contains

the set of occupied {φi; i = 1, occ} and virtual {φa; a = 1, vir} reference state or-

bitals. Here φ′occ and φ′vir are the resulting concatenated column vectors containing the

occupied and virtual orbitals corresponding to an excited state, {φ′i; i = 1, occ} and

{φ′a; a = 1, vir} respectively. Additionally, the unitary transformation matrix Y is ex-

pressed in terms of U as

Y = eU = I + U +
U2

2
+ ... =

∞∑
m=0

Um

m!
=

∞∑
m=0

(U2)m

(2m)!
+ U

∞∑
m=0

(U2)m

(2m+ 1)!
. (2.49)

The first occupied set of elements (occ) run over occupied ground-state reference

orbitals starting with α–spin orbitals, whereas the last virtual set of elements (vir) run

over the ground-state reference β–spin orbitals in any row or column of U . Also, Uij =

Uab = 0, where “i, j” refer to the occupied set {φi; i = 1, occ}, while “a, b” refer to the

unoccupied set {φa; a = 1, vir}, i.e. the occupied and virtual orbitals are not allowed

to mix within themselves. However, the mixing between virtual and occupied ground-

state orbitals, Uai, are allowed resulting in the excited state with Uai = −Uia. There are

occ× vir independent Uai elements in the entire U matrix, which is organized into the
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column vector ~U , where the running index is now the number of different occupied and

virtual orbital pairs (ai).

The “occupied” excited state orbitals generated from eq (2.48) for a given U is

φ′i =
occ+vir∑

p

Ypiφp =
occ∑
j

Yjiφj +
vir∑
a

Yaiφa. (2.50)

Eq (2.50) is orthonormal to all orders in U . The corresponding expression for eq (2.41)

to all orders in U is given as

ρ′(1) =
occ∑
i

occ∑
j

occ∑
k

YjiYkiφj(1)φ∗k(1) +
occ∑
i

vir∑
a

vir∑
b

YaiYbiφ
∗
a(1)φb(1)

+
occ∑
i

vir∑
a

occ∑
j

YaiYji[φ
∗
a(1)φj(1) + φa(1)φ∗j(1)]. (2.51)

In practical applications, eq (2.51) is not useful as it involves the infinite summation

in eq (8.2). A reformulation [48] of the excited state orbital in the all-order method in

a compact form involved the use of the corresponding orbital representation [98]. Eq

(2.50) in the corresponding orbital representation [98] is given as

φ′i = cos[ηγi]φ
o
i + sin[ηγi]φ

v
i ; i = 1, occ (2.52)

where

V +UW = 1γ (2.53)

here γi(i = 1,occ) is the eigenvalue of eq (2.53), for every occupied orbital φoi , there is

a corresponding virtual orbital φvi which mixed into it. They are defined in terms of the

canonical orbitals as

φoi =
occ∑
i

Wjiφi;

φvi =
occ∑
i

Vaiφa. (2.54)

This simplifies the canonical orbital representation. The density change associated with

eq (2.52) is given as

∆ρ(∞)(1) =
occ∑
i

sin2[ηγi][φ
v
i (1)φv∗i (1)− φoi (1)φo∗i (1)]

+
occ∑
i

sin[ηγi] cos[ηγi][φ
v
i (1)φo∗i (1) + φoi (1)φv∗i (1)]. (2.55)
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The excitation energy accompanying this change in density is given as

∆E
(∞)
M =

occ∑
i

sin2[ηγi]

(
FKS
iviv

[
ρ(0) +

1

2
∆ρ(∞)

]
− FKS

ioio

[
ρ(0) +

1

2
∆ρ(∞)

])
+

occ∑
i

sin[ηγi] cos[ηγi]

(
FKS
ivio

[
ρ(0) +

1

2
∆ρ(∞)

]
+ FKS

ivio

[
ρ(0) +

1

2
∆ρ(∞)

])
+O[3][∆ρ(∞)]. (2.56)

This formulation is the SCF-CV(∞)-DFT method, where only parts of the density

directly linked to the electronic transition is altered. That is, for an α→ α transition, the

β–electrons are left frozen. The relaxation of the β–electrons is included in the orbital

relaxed SCF-CV(∞)-DFT method (RSCF-CV(∞)-DFT). Here the unitary transforma-

tion of eq (2.48) is carried out amongst relaxed occupied reference state orbitals

ψi(1) = φi(1) +
vir∑
a

Raiφa(1)− 1

2

vir∑
a

occ∑
j

RaiRajφk +O(3)[R] (2.57)

and virtual reference state orbitals

ψa(1) = φa(1) +
occ∑
i

Raiφi(1)− 1

2

occ∑
i

vir∑
b

RaiRbiφb +O(3)[R]. (2.58)

TheR matrix relaxes the occupied {φi; i = 1, occ} and unoccupied {φa; a = 1, vir}

canonical reference state orbitals obtained by mixing the ground-state occupied and

virtual orbitals. The terms in the orbital relaxation and corresponding relaxation energy

are taken up to second-order in R [49, 99], the higher-order terms are almost negligible

from experience. The relaxation density is given as

∆ρRel(1) =
occ∑
i

vir∑
a

Raiφa(1)φ∗i (1) +
occ∑
i

vir∑
a

R∗aiφ
∗
a(1)φi(1)

+
occ∑
i

vir∑
a

vir∑
b

R∗aiRbiφa(1)φ∗b(1)−
occ∑
i

occ∑
j

vir∑
a

RaiR
∗
ajφi(1)φ∗j(1) (2.59)

expressed to second-order in R. The total excitation energy to all orders in U and to

second-order in R is expressed as

∆E ′M = ∆E ′M(R,U). (2.60)
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The parts of eq (2.60) that depend on U are the same as eq (2.56). The relaxation energy

to second-order in R is given as

∆E
(2)
Rel[ρ

′(1, 1′)] =
∑
ai

RaiR
∗
ai

(
ε0a − ε0i

)
+
∑
ai

∑
bj

RaiRbjK
KS
ai,bj

+
1

2

∑
ai

∑
bj

RaiRbjK
KS
ai,jb +

1

2

∑
ai

∑
bj

R∗aiR
∗
bjK

KS
ai,jb

+O[U3]. (2.61)

The matrices U and R are determined self-consistently under the condition that the

excitation represents a transfer of one whole electron from the density space spanned

by the un-relaxed occupied reference state orbitals {φi; i = 1, occ} to the density space

spanned by the un-relaxed virtual reference state orbitals {φa; a = 1, vir}, eq (2.62)

occ∑
i

sin2[ηγi] = 1. (2.62)

The expanded form of the total energy expression in terms of relaxed orbitals shown

in eq (2.60) is given as

∆E ′M(R,U) =
occ∑
i

sin2[ηγi]

(
FKS
iviv

[
ρ(0) +

1

2
∆ρR,U

]
− FKS

ioio

[
ρ(0) +

1

2
∆ρR,U

])
+

occ∑
i

sin[ηγi] cos[ηγi]

(
FKS
ivio

[
ρ(0) +

1

2
∆ρR,U

]
+ FKS

ivio

[
ρ(0) +

1

2
∆ρR,U

])
+O[3][∆ρR,U ]. (2.63)

A Taylor expansion of eq (2.63) followed by a differentiation with respect to ∆U and

∆R leads to
~gU

αα
(0)

~gR
αα

(0)

~gR
ββ

(0)

+


HUαα,Uαα(0) HUαα,Rαα(0) HUαα,Rββ(0)

HRαα,Uαα(0) HRαα,Rαα(0) HRαα,Rββ(0)

HRββ ,Uαα(0) HRββ ,Rαα(0) HRββ ,Rββ(0)



×


∆~Uαα

∆~Rαα

∆~Rββ

 = 0 (2.64)
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where ~g is the gradient and H is the Hessian, and the “(0)” included means that the

gradients and the Hessians are calculated at U0,αα,R0,αα andR0,ββ . U is optimized with

the constraint shown in eq (2.62). An additional orthogonality constraint, Tr(U I+UK)

= 0, for an excited states K = 1,I − 1 that are below the state I in the optimization of

both U and R; this prevents the collapse of I into some lower excited states [49, 51].

It must be noted here that, for a single orbital replacement, the energies obtained after

optimizaton of U and R are identical to eqs (2.37), (2.38) and (2.39).
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Chapter 3

Calculation of Exchange Coupling Constants in

Triply-Bridged Binuclear Cu(II) Compounds Based on

Spin-Flip Constricted Variational Density Functional

Theory

3.1 Introduction

Binuclear copper complexes have been studied extensively in connection with molec-

ular magnetism [100, 101], high-temperature superconductivity [102] and modeling of

metalloenzymes [103, 104, 105, 106, 107, 108]. Depending on the coordination of

the copper centres and the identity of the bridging ligands these systems can be ei-

ther ferromagnetic or anti-ferromagnetic. Magnetism in metal clusters can in general

be considered as an interaction of the localized spin angular momentum on different

metal centres [100]. The weak interaction between the adjacent spins is conveniently

described by a Heisenberg Hamiltonian [109],

Ĥ = −
∑
i,j

JijŜiŜj. (3.1)

In eq (3.1), Jij is the exchange coupling constant between two spins Ŝi and Ŝj of

adjacent metal centers. In dinuclear copper complexes where each center carries a spin

of Si = 1/2, the exchange coupling constant Jij represents the energy difference between

the lowest triplet and singlet states of the dimer [110]:

J = Esinglet − Etriplet. (3.2)

Thus an anti-ferromagnetic singlet ground state has a negative J value whereas

a positive J value indicates a ferromagnetic triplet ground state. The exchange cou-
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pling constants can be experimentally determined from magnetic susceptibility mea-

surements or neutron dispersion spectroscopy. Copper dinuclear systems have received

considerable experimental and theoretical attention. These complexes contain both dou-

bly or triply bridged copper atoms and cover a large range of positive and negative

[111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 120, 121, 122] J values. Their struc-

tures are determined from X-ray spectroscopy and the J constants are measured from

magnetic susceptibility experiments. There have been a number of attempts based on

empirical, magneto-structural and theoretical considerations to rationalize trends in the

observed values of these complexes [123, 124, 125, 126, 127, 128, 129, 130, 131, 132,

133, 134, 135, 136, 137, 138].

The broken symmetry approach of Noodleman [139, 140, 141] based on density

functional theory (BS-DFT) is currently the most used scheme for the first principle

calculation of exchange coupling constants. It has been employed to a variety of di- and

poly-nuclear metal complexes with a large variety of approximate functionals [110, 111,

113, 114, 136, 137, 138, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151], including

LDA [36], GGA [37, 38, 152], hybrid [39], hybrid meta-GGA [92, 153, 154] and long-

range separated [88, 155, 156] functionals. Other DFT based methods employed in

magnetic studies are the Restricted Ensemble Kohn Sham (REKS), and Restricted Open

Shell Kohn Sham (ROKS) schemes [110, 111, 150, 157, 158, 159, 160]. Use has also

been made of high level ab initio schemes [114, 133, 135, 136, 143, 149, 150, 161,

162, 163, 164, 165] including multi-reference wave function approaches [166, 167,

168, 169].

We have recently [170] introduced Second Order Spin-Flip Constricted Variational

DFT (SF-CV(2)-DFT) [47] as an alternative scheme for the evaluation of exchange

coupling constants in polynuclear metal complexes. Our method has so far been tested

on two trinuclear copper compounds [170] and a number of binuclear copper complexes

with two bridging ligands [171]. Our objective with the current study is to extend the

test to a series of dinuclear complexes with three bridging ligands. This series has

previously been studied by a number of theoretical methods as discussed in a recent
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study [151]. The spin-flip approach was originally introduced by Krylov in ab initio

wave function theory [172].

3.2 Theoretical Details

3.2.1 Computational Method

For the copper complexes studied here a natural reference would be the ferromagnetic

triplet state 3Ψ1 with two electrons of the same spin in two different orbitals φr, φs

which we can write as 13Ψ1 = |φrφs|. A CV(2)-DFT calculation now affords state

functions of the general form

Ψ(I) =
vir∑
a

occ∑
i

U
(I)
āi Ψi→ā (3.3)

where Ψi→ā is a determinantal wave function constructed from |φrφs| by substituting

an occupied reference orbital φi of α–spin by a virtual reference orbital of β–spin.

Some of the states of the form Ψ(I) that can be obtained from eq (3.3) are the anti-

ferromagnetic singlet state of lowest energy 11Ψ0, which will have a leading contri-

bution from Ur̄s|φrφ̄r| + Us̄r|φsφ̄s| as well as the ferromagnetic triplet state 13Ψ0 with

ms = 0 which will have a major contribution from Us̄s|φrφ̄s| + Ur̄r|φ̄rφs|. We can

subsequently calculate J according to eq (3.2) as

J = E(11Φ0)− E(13Φ0). (3.4)

We could alternatively have determined J from J = E(11Φ0) − E(13Φ1). We

prefer eq (3.4) as it gives a more balanced description where both states are described

on the same footing in the form eq (3.3) according to CV(2)-DFT. This is as opposed

to the alternative where 13Φ1 is described by a single determinantal function and 11Φ0

according to CV(2)-DFT on the form eq (3.3). Such a practice is common in studies

based on multi-configuration wave function theory [173].

It should be noted that “a, b” and “i, j” in eqs (2.24) and (2.25) are of different spins

as all microstates Ψi→ā are generated by a spin-flip i → ā, where i is of α–spin and ā
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is of β–spin. The formula for KKS
āib̄j

required in eq (2.47) were first derived by Wang

and Ziegler [47, 52, 53, 170, 171, 172, 173, 174, 175, 176, 177, 178], see also Refs.

[179, 180]. We have

K
XC(KS)

āib̄j
=

∫
φ̄∗a(r1)φi(r1)φ̄b(r1)φ∗i (r1)

× 1

2

[(
1

s0

(
∂EKS

XC

∂ρα
− ∂EKS

XC

∂ρβ

))
ρ0,s0

]
dr1 (3.5)

where integration over spin already has taken place so that φ̄∗a(r1), φ̄∗b(r1) represent

the spatial part of the two virtual orbitals of β–spin. The evaluation of KXC(KS)

āib̄j
by

numerical integration might lead to numerical instabilities if s0(r) = ρα(r) − ρβ(r) ≈

0. We can in that case carry out a Taylor expansion of ∂EKS
XC/∂ρα, ∂EKS

XC/∂ρβ from

ρ = ρα + ρβ and s0 = 0. Thus

K
XC(KS)

āib̄j
=

∫
φ̄∗a(r1)φi(r1)φ̄b(r1)φ∗i (r1)

× 1

2

[(
∂2EKS

XC

∂ρ2
α

+
∂2EKS

XC

∂ρ2
β

− 2
∂2EKS

XC

∂ραρβ

)
ρ0,s0=0

]
dr1

=K
XC(KS)
aibj −KXC(KS)

ab̄ij̄
(3.6)

where KXC(KS)
aibj and KXC(KS)

ab̄ij̄
are well defined integrals from regular TD-DFT [53, 52].

The expression in eq (3.6) is correct to (s0)3 and has no singularities for s0 = 0. It

can thus be used for small values of s0 where eq (3.5) becomes singular. In practice

we have found that eq (3.5) can be used for VWN [36]. For functionals based on

the generalized gradient approximation (GGA) [37, 38, 152] where we can write the

exchange-correlation energy as EGGA
XC = EVWN

XC +∆EGGA
XC , we calculate the contribution

fromEVWN
XC according to eq (3.5) and the contribution from ∆EGGA

XC in line with eq (3.6).

For the hybrid functionals B3LYP [39] and BHLYP [39] we need in addition to calcu-

late the regular exchange integral KXC(HF)
aibj = −

∫∫
φ∗ā(r1)φb̄(r2) 1

r12
φī(r1)φ∗j̄(r2)dr1dr2

already implemented in ADF [181].
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3.2.2 Computational Details

All SF-CV(2)-DFT calculations were performed with an all electron TZ2P [181] basis

set within the unrestricted Kohn-Sham formalism [174] as implemented in ADF2010

[181]. The used functionals include LDA-VWN [36], BP86 [37, 38], BLYP [37, 152],

B3LYP [39] and BHLYP [39].

3.2.3 Molecular Models

The eleven studied dinuclear triply-bridged Cu(II) systems are arranged and displayed

according to increasing experimental exchange coupling constants J , see Figure 3.1.

The penta-coordinated complexes have the following structural characteristics; Com-

plex 1 with the chemical formula [Cu2(µ-O2CC2H5)(µ-OCOC2H5)(µ-OH)(dpyam)2](-

ClO4) and a Cambridge Crystallographic Data Centre (CCDC) refcode YAHZEN [122]

has no symmetry. Both Cu(II) centres have a square pyramidal coordination geometry.

The coppers are bridged by two carboxylato ligands and a hydroxo group. The two

oxygen atoms of the carboxylato ligand occupy, respectively, the equatorial position on

one centre and the apical position on the other centre. The remaining equatorial sites

are taken up by OH and nitrogens on the non-coplanar dpyam bases.

Complex 2 with the chemical formula [Cu2 (µ-O2CCH3)(µ-OH)(µ-OH2)(bpy)2]

(ClO4)2 and CCDC refcode JEJCIK10 [182] is of Cs symmetry with two Cu(II) centres

bridged by carboxylato, hydroxo and water ligands. The bidentate 2,2′-bipyridine(bpy),

the water, hydroxo and carboxylato ligands are ordered in a square pyramidal geometry

with water at the apical position.

Complex 3 with the chemical formula [Cu2(µ-O2CH)(µ-OH)(µ-OMe)(dpyam)2]

(ClO4) and a CCDC refcode EBEFIB [121] is of Cs symmetry. Each Cu(II) centre

has a trigonal bipyramidal ligand environment. The carboxylato and the methoxo lig-

ands occupy the equatorial position. The O atom at one of the axial positions belongs

to the hydroxo ligand and the N atom at the other axial position belongs to the bidentate

2,2′-bipyridylamine(dpyam) ligand. The position of the H atom of the hydroxo ligand
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Figure 3.1: Structures of the 11 complexes studied, numbered in increasing order of
experimental J values

was adjusted to correspond to the remaining series of complexes, the justification for

this is given in reference [151].

Complex 4 with the chemical formula [Cu2(µ-O2CH)(µ-OH)(µ-Cl)(dpyam)2](ClO4)

0.5H2O and the refcode RUXDIX01 [121] is of Cs symmetry and features non-coplanar

bases with a trigonal bipyramidal geometry around each Cu(II) centre. The two Cu(II)

centres are bridged by carboxylato, hydroxo and chloro ligands. The O atom on one

of the axial positions belongs to the hydroxo ligand and the N atom in the other axial

position belongs to the bidentate dpyam ligand.

Complex 5 with the chemical formula [Cu2(µ-O2CH)(µ-OH)(µ-Cl)(dpyam)2](PF6)

and a CCDC refcode YAHYUC [122] is of Cs symmetry and the two Cu(II) centres

bridged through the carboxylato, hydroxo and chloro ligands. Each Cu(II) centre has

a trigonal bipyramidal geometry. The axial position is occupied by the O atom of the

hydroxo ligand and N atom of the bidentate dpyam ligand.

Complex 6 with the chemical formula [Cu2(µ-O2CCH3)(µ-OH)(µ-OH2)(phen)2]

(ClO4)2 and a CCDC refcode YEMNIO [120] has the bidentate 1,10-phenanthroline(ph-

en) at each Cu(II) centre. The complex has no symmetry and the two Cu(II) centres are
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bridged by the carboxylato, hydroxo and water ligands. Each Cu(II) centre has a square

pyramidal coordination. The phen, carboxylato and the hydroxo ligands occupy the

basal position with the water at the apical site.

Complex 7 with the chemical formula [Cu2(µ-O2CCH3)(µ-OH)(µ-OH2)(phen)2]

(BF4)2 and a CCDC refcode CITLOH [119] has no symmetry and has two Cu(II) ions

bridged by carboxylato, hydroxo and water ligands. Each Cu(II) ion is five co-ordinated

and features a square pyramidal geometry with non-coplanar bases where the bidentate

phen, hydroxo and carboxylato ligands at the basal position and the water ligand at the

apical position.

Complex 8 with the chemical formula [Cu2(µ-O2CCH2CH3)(µ-OH)(µ-OH2)(bpy)2]

(ClO4)2 and a CCDC refcode YEMNEK [120] has no symmetry and two Cu(II) centres

bridged by the carboxylato, hydroxo and the water ligands. The complex has non-

coplanar bases with a square pyramidal coordination geometry at each Cu(II) centre.

Complex 9 with the chemical formula [Cu2(µ-O2CH)(µ-OH)(µ-OH2)(dpyam)2] (S-

2O8) and a CCDC refcode CITLEX [119] has two dpyam ligands and three bridging

groups (hydroxo, carboxylato and water). The complex is of Cs symmetry featuring

non-coplanar bases with a square pyramidal coordination geometry around each Cu(II)

centre. The dpyam, hydroxo and carboxylato ligands at the basal position and the water

at the apical site.

Complex 10 with the chemical formula [Cu2(µ-O2CCH3)(µ-OH)(µ-OH2) (bpy)2]

(NO3)2 and a CCDC refcode CITLIB [119] is of Cs symmetry with a square pyramidal

coordination geometry around each Cu(II) centre. The two bidentate bpy bases, a hy-

droxo group and a carboxylato ligand occupy the basal positions. A water molecule is

at the apical site.

Complex 11 with the chemical formula [Cu2(µ-O2CCH2CH3)(µ-OH)(µ-OH2)(phe-

n)2] (NO3)2 and a CCDC refcode YAFZUA01 [119] has two square pyramidal Cu(II)

centres bridged by carboxylato, hydroxo and water ligands. No modifications were

made to the complexes except that the counter ions were removed and in complex 4, the

water of hydration was removed as well. The complexes studied in this work have also
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been used in ref. [151].

3.3 Results and Discussion

Electronic Structure of Complexes 1–11. Figures 3.2, 3.3 and 3.4 display the frontier

spin orbitals of complexes 1–11 as well as the corresponding orbital energies. The

orbitals were obtained from unrestricted Kohn-Sham SCF calculations on the reference

triplet state in its optimized geometry using the LDA-VWN functional.

Figure 3.2: Frontier SUMO orbitals ā′, ā′′ with Cs symmetry and 1ā, 2ā without sym-
metry for first 4 complexes with corresponding orbital energies. The SOMO orbitals a′,
a′′ and 1a, 2a are not shown because of they have a similar spatial distribution to their
SUMO counterparts.

The triplet ground state has 2 unpaired electrons of α–spin in 1a and 2a or a′ and a′′.

These orbitals are referred to as SOMOs (singly-occupied molecular orbitals) whilst the

lowest vacant orbitals of β–spin are referred to as SUMOs (singly-unoccupied molec-

ular orbitals). The SUMOs have almost the same composition as the corresponding

SOMOs. However, their energies are higher as the smaller number of β–electrons lead

to fewer stabilizing exchange interactions compared to the α–manifold.
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Figure 3.3: Frontier SUMO orbitals ā′, ā′′ with Cs symmetry and 1ā, 2ā without sym-
metry for complexes 5-8, with corresponding orbital energies. The SOMO orbitals a′,
a′′ and 1a, 2a are not shown because of they have a similar spatial distribution to their
SUMO counterparts.

The two unpaired electrons can be distributed in the four frontier spin-orbitals to

give three possible electronic configurations: (1a )2(2a)0, (1a)1(2a)1 and (1a)0(2a)2

in the case of no symmetry and (a′)2(a′′)0, (a′)1(a′′)1 and (a′)0(a′′)2 in the case of Cs

symmetry. These configurations give rise to microstates of different multiplicity and

symmetry.

The construction of the symmetrized microstates was carried out with the clebesch-

egordan.exe program [183]. The number of microstates is calculated to be six. Tables

3.1 and 3.2 display all 6 singlet and triplet microstates which can be built with the two

unpaired electrons and the four SUMOs and SOMOs of Cs symmetry or no symmetry,

respectively.

Tables 3.3 – 3.7 display results from SF-CV(2)-DFT calculations based on the un-

restricted LDA KS-DFT geometries of the reference state a(3A′)1 for the Cs symmetry

and a(3A)1 for no symmetry, the remaining are shown in Tables A.1, A.2, A.3, B.1, B.2,

and B.3 in Appendices A and B.

The ligands around the Cu(II) ions in the studied complexes 1, 2, 6, 7, 8, 9, 10
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Figure 3.4: Frontier SUMO orbitals ā′, ā′′ with Cs symmetry and 1ā, 2ā without sym-
metry for complexes 9-11, with corresponding orbital energies. The SOMO orbitals a′,
a′′ and 1a, 2a are not shown because of they have a similar spatial distribution to their
SUMO counterparts.

and 11 adopt a square pyramidal coordination geometry [151] and those around the

complexes 3, 4 and 5 adopt a trigonal bipyramidal geometry. The frontier orbital for

the complexes that adopt the square pyramidal geometry can be described as an out-

of-phase combination of the dx2−y2–orbitals on the two Cu centres and the ligand p–

orbitals at the basal/equatorial sites. Here dx2−y2 refers to a local coordinate system on

each copper site with the z–axis pointing towards the apical ligand. In complexes 1,

2, 6, 7, 9, 10 the two dx2−y2 orbitals contribute to both SOMOs (and SUMOs) with ++

and +− contributions, respectively. In complexes 8 and 11, the SOMOs (and SUMOs)

are symmetry broken with contributing orbitals on either one of the two Cu(II) centres.

In complex 1 there is a small anti-bonding contribution from the p–orbital of the apical

O atom of the carboxylato ligand on one centre and an additional small anti-bonding

contribution from the O atom of the apical monatomic carboxylato ligand.
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Figure 3.5: Frontier SUMO orbitals ā′, ā′′ with Cs symmetry and 1ā, 2ā without sym-
metry for complexes 1-4 using the BHLYP functional, with corresponding orbital ener-
gies. The SOMO orbitals a′, a′′ and 1a, 2a are not shown because of they have a similar
spatial distribution to their SUMO counterparts.

For the complexes that adopt a trigonal bipyramidal geometry, the frontier orbitals

can be described as an out-of-phase combination of Cu dz2 orbitals and the ligand

p–orbitals in the axial position with an anti-bonding contribution from the ligand p–

orbitals in the equatorial sites. Here dz2 refers to a local coordinate system centred on

each copper with the z–axis pointing towards the axial ligands.

In complexes 2, 3, 4, 5, 9 and 10 the Cs symmetry was imposed and we obtained

orbitals of a′ and a′′ symmetry with a′ slightly below a′′ in energy. For complexes 1, 6,

7, 8 and 11 where symmetry was not imposed we obtained the orbitals 1a and 2a with

1a of slightly lower energy. We observe for the complexes two structural motifs, in

the first (complexes 1, 2 and 6–11), there is a σ–interaction between the Cu d-orbitals

and the p-orbital on the hydroxo ligand for a′ or 1a whereas for a′′ or 2a there is a

π–interaction between the Cu d-orbitals and the p-orbital of the hydroxo ligand. In
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Table 3.1: Singlet and Triplet Microstates for Binuclear Triply-Bridged Cupper(II)
Compounds in the Cs Symmetry

Cs Ms Cs symmetrized microstate functions

(a′)2 configurationa,b

a(1A′) 0 |a′ā′|
(a′)1(a′′)1 configuration

1A′′ 0 1 /
√

2 (|a′ā′′| − |ā′a′′|)
a(3A′′) 1 |a′a′′|
b(3A′′) 0 1/

√
2(|a′ā′′| + |ā′a′′|)

c(3A′′) -1 |ā′ā′′|
(a′′)2 configuration

b(1A′) 0 |a′′ā′′|

aElectronic configuration. b a′ and a′′ are the frontier orbitals of α–spin, whereas ā′

and ā′′are frontier orbitals of β–spin.

the second structural motif (complexes 3–5), there is a σ–interaction between the Cu

d–orbitals and the p–orbital on the chloro ligand for a′, whereas for a′′ there is a π–

interaction between the Cu d-orbitals and the p-orbital of the chloro ligand. The spin-

states can be expressed as a linear combination of the symmetrized spin-microstates

defined by eq (3.3). The lowest singlet for the complexes consists mainly of two single

determinantal microstates |a′ā′| and |a′′ā′′| or |1a1ā| and |2a2ā| and has the form:

11Ψ0 = c1|a′ā′|+ c2|a′′ā′′|. (3.7)

The statistical weights vary from an even contribution to a contribution dominated

by one determinantal microstate depending on the energy difference between a′ and a′′

or 1a and 2a. The difference in energy between a′ or 1a and a′′ or 2a is due to the

extent of overlap between the Cu d–orbitals and ligand p–orbitals. The σ–interaction

that exist in a′ or 1a is out-of-phase with a smaller overlap whereas the π–interaction in

a′′ and 2a is of relatively larger overlap in absolute terms, as a result we observe that a′

and 1a are of lower energy than a′′ and 2a. Also, we observe that the complexes with

trigonal bipyramidal geometry are of higher energy than those of the square pyramidal

geometry as a result of the increase number of out-of-phase interaction between the Cu

d–orbitals and the ligand p–orbitals.
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Table 3.2: Singlet and Triplet Microstates for Binuclear Triply-Bridged Cupper(II)
Compounds without Symmetry

C1 Ms C1 symmetrized microstate functions

(1a)2 configurationa,b

a(1A) 0 |1a1ā|
(1a)1(2a)1 configuration

b(1A) 0 1/
√

2(|1a2ā| − |1ā2a|)
a(3A) 1 |1a2a|
b(3A) 0 1/

√
2(|1a2ā| + |1ā2a|)

c(3A) -1 |1ā2ā|
(2a)2 configuration

c(1A) 0 |2a2ā|

aElectronic configuration. b 1a and 2a are the frontier orbitals of α–spin, whereas 1ā
and 2ā are frontier orbitals of β–spin.

Table 3.3: Lower Excited States for Complex 1 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

C1 Symmetry

State E, cm−1 Contributing microstates %
3A 0 b(3A) 92

11A 144 a(1A) 44
c(1A) 16

21A 4454 a(1A) 45
c(1A)

31A 5454 b(1A) 80

Table 3.4: Lower Excited States for Complex 2 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

Cs Symmetry

State E, cm−1 Contributing microstates %
3A′′ 0 b(3A′′) 98
11A′ 287 a(1A′) 53

b(1A′) 45
1A′′ 6183 (1A′′) 100
21A′ 6593 a(1A′) 46

b(1A′) 54
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Table 3.5: Lower Excited States for Complex 3 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

Cs Symmetry

State E, cm−1 Contributing microstates %
3A′′ 0 b(3A′′) 95
11A′ 358 a(1A′) 60

b(1A′) 33
1A′′ 4993 (1A′′) 94
21A′ 5760 a(1A′) 37

b(1A′) 47

Table 3.6: Lower Excited States for Complex 4 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

Cs Symmetry

State E, cm−1 Contributing microstates %
3A′′ 0 b(3A′′) 97
11A′ 407 a(1A′) 49

b(1A′) 49
1A′′ 5492 (1A′′) 100
21A′ 6066 a(1A′) 50

b(1A′) 48

Table 3.7: Lower Excited States for Complex 5 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

Cs Symmetry

State E, cm−1 Contributing microstates %
3A′′ 0 b(3A′′) 97
11A′ 332 a(1A′) 55

b(1A′) 42
1A′′ 5644 (1A′′) 99
21A′ 6153 a(1A′) 43

b(1A′) 56

36



In complexes 2, 4, 5 and 10, where the pair a′ and a′′ have similar energies, the

singlet state is an almost 50–50 % mixture of the two microstates. For complexes 3 and

9 where the orbital energy difference between the two frontier orbital pairs is significant,

the singlet state is predominated (60–70 %) by the |a′ā′| microstate. Complexes 1, 6

and 7 have (30–40 %) contribution from |1a1ā| and 16–30 % from |2a2ā|. Complexes

8 and 11 of no symmetry consist predominantly (∼100 %) of the open shell singlet

composed of |1a2ā| and |1ā2a| as 1Ψ0 = 1/[(2)1/2][|1a2ā| − |1ā2a|. The two orbitals

1a and 2a are localized on different sites of the complex and 1Ψ0 represent a symmetry

broken solution. 1Ψ0 represents the lowest energy singlet in these complexes. The

triplet component ms = 0, which is of lower energy than the singlet is given primarily

as

3Ψ0 = 1/[(2)1/2][|1a2ā|+ |1ā2a|. (3.8)

The complexes, thus exhibit a ferromagnetic behavior due to the triplet ground state

just as in the case of all the other systems. Further investigations must be done to explain

why we get the symmetry broken solution for complexes 8 and 11 only.

3.3.1 Calculated J values based on SF-CV(2)-DFT

Table 3.8 displays the J values obtained from SF-CV(2)-DFT calculation, the experi-

mentally determined J values and those obtained by employing the Broken Symmetry

approach (BS-DFT) [151]. The BS-DFT results were obtained for the hybrid function-

als B3LYP and BHLYP. Displayed in Table 3.8 are the J values obtained as the singlet-

triplet energy gap (∆EST) based on SF-CV(2)-DFT for the LDA-VWN, BP86, BLYP,

PBE, B3LYP and BHLYP functionals. We find for the complete series of complexes

that the SF-CV(2)-DFT schemes afford positive ∆EST values for all the functionals.

Thus our scheme predicts complexes 1–11 to be ferromagnetic with the triplet (3Ψ0 )

having a lower energy than the singlet (1Ψ0 ), in agreement with experiment. Compar-

ison between the J values obtained from the theoretical methods and the experimental

estimates can be made through Table 3.8.
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Table 3.8: List of the binuclear triply-bridged Cu(II) compounds, the calculated ∆EST values (SF-CV(2)-DFT), the values obtained from the
BS-DFT approach and the experimental values in cm−1.

∆Ea

Complexes LDAb BLYPb BP86b PBEb B3LYPb BHLYPb B3LYPc BHLYPc Expt.

1 143.7 83.0 101.0 98.6 85.1 50.5 99.2 57.6 24.1d

2 286.2 208.5 216.2 214.8 150.0 66.9 169.0 83.2 38.6e

3 357.7 212.1 242.4 235.8 132.2 50.0 162.6 82.4 62.5f

4 407.3 297.3 317.6 307.5 194.2 75.4 185.7 83.6 79.1f

5 332.1 227.8 242.6 241.6 163.9 70.0 161.3 78.3 79.7d

6 287.8 208.7 217.9 215.8 156.6 68.0 169.7 80.5 120.0g

7 283.0 208.1 216.6 214.5 154.8 67.6 166.6 80.4 120.8h

8 315.1 230.9 237.8 236.7 162.4 71.8 176.7 87.0 148.9g

9 166.1 115.4 129.5 128.2 111.2 40.4 120.9 53.2
10 303.5 224.5 232.0 230.7 153.2 65.8 166.2 79.6
11 324.6 239.6 246.0 244.6 166.2 70.7 181.4 85.6

aNote that positive values corresponds to a ferromagnetic ground state. b Values obtained from unrestricted SF-CV(2)-DFT. cBroken Symmetry
values obtained from Ref. [151]. dRef. [122]. eRef. [182]. fRef. [121]. gRef. [120]. hRef. [119].
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As observed in previous studies [47, 170] the SF-CV(2)-DFT results demonstrate

a strong functional dependence. The LDA and the GGAs strongly overestimate the

magnitude of ∆EST for all complexes. On the other hand, the hybrid functionals B3LYP

and BHLYP afford values closer to the experimental estimates.

Where experimental values are available, it can be observed that the BHLYP is

in good agreement with experiment for complexes 1–5 and the best agreement with

experiment for complexes 6, 7 and 8 is the B3LYP calculation. For complexes 9–

11, where the experimental J values are unavailable the calculations with the hybrid

functionals compare well with the values obtained for hybrid functionals in the BS-

DFT method. The hybrid SF-CV(2)-DFT calculations in general yield results that are

comparable to those obtained with the BS-DFT method. We display in Figure 3.5 the

SUMOs and SOMOs for complexes 1–4 generated by the BHLYP functional.

A comparison with Figure 3.2 where the same orbitals are displayed based on LDA

reveals that the two sets are qualitatively similar. However the contributions from the

bridging ligands are reduced for BHLYP compared to LDA. As a result interaction in-

tegrals between the two centres are not as large for BHLYP as LDA. Leading to smaller

J constants for BHLYP.

3.4 Concluding Remarks

The SF-CV(2)-DFT methodology for the calculation of exchange coupling constants

has previously been employed to trinuclear Cu(II) systems [170] and doubly bridged

dinuclear Cu(II) complexes [171]. The performance of the same methodology is here

tested on a series of dinuclear triply-bridged Cu(II) systems. The comparison of the

SF-CV(2)-DFT J values with coupling constants obtained from BS-DFT and exper-

iment demonstrated that the unrestricted SF-CV(2)-DFT scheme in conjunction with

hybrid functionals affords values that are comparable to those obtained by the BS-DFT

method and experiment. Thus, SF-CV(2)-DFT is a viable alternative to the BS-DFT

scheme. The SF-CV(2)-DFT methodology has further the advantage of providing a de-
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scription of the different states in terms of a configuration interaction (CI) expansion

of microstates. Also it is possible to optimize the geometry of the different spin-states

separately [170]. Similar features are not readily available in the BS-DFT scheme.
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Chapter 4

Role Played by Isopropyl Substituents in Stabilizing the

Putative Triple Bond in Ar′EEAr′ [E = Si, Ge, Sn; Ar′ =

C6H3-2,6-(C6H3-2,4-Pri2)2] and Ar*PbPbAr* [Ar* =

C6H3-2,6-(C6H2-2,4,6-Pri3)2]

4.1 Introduction

Acetylene analogues of heavier group 14 elements, E, (E = Si, Ge, Sn, Pb) have come

under scrutiny after the synthesis of the first homonuclear systems with the general

formula ArEEAr (Ar = bulky aryl ligands) by Power et al. [184, 185, 186, 187, 188,

189]. There have been several theoretical studies [190, 191, 192, 193, 194, 195, 196,

197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 213,

214, 215] on acetylene analogues both before and after the work by Power. Most of

these studies have been on model compounds such as E2H2 [194, 202] and E2Me2

[190, 203, 204, 205, 206]. A remarkable exception is the work by Takagi and Nagase

[214] in which calculations on Ar*EEAr* (E = Si, Ge, Sn; Ar* = C6H3-2,6-(C6H2-

2,4,6-Pri3)2) were presented simultaneously with or even prior to the isolation of similar

compounds.

The studied E2H2 compound revealed that the linear structure is a second-order sad-

dle point and the trans-bent geometry a local minimum or transition state [190] along

the potential energy surface (PES) [195, 207, 208, 209]. The global minimum on the

PES for E2H2 was found to be a structure in which the two E atoms are doubly-bridge

by two hydrogens [193, 194, 195, 196, 198, 199, 200, 204, 205, 206, 207, 208, 209].

The synthesis of the first homologous acetylene compound Ar*PbPbAr* [184] was
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followed shortly after by the isolation of ArGeGeAr [185, 188, 189] and ArSnSnAr

[186, 187, 188, 189, 190]. All three species have a trans-bent structure with ∠E-E-

C bond angles of 94.3o, 125.2o and 128.7o for E = Pb, Sn and Ge, respectively. A

diaryl ArSiSiAr compound for silicon is yet to be characterized. However, the syn-

thesis of a silicon compound with the composition (R2MeSi)SiSi(SiMeR2) [210, 211]

where R=But3-Si and (R2PriSi)SiSi(SiPriR2)28 with R = CH(Me3Si)2 has been reported.

The silicon compounds have a trans-bent geometry with an electronic structure [210,

211, 212, 213, 214, 215] that is different from the triple-bonded carbon homologues

(R2MeSi)CC(SiMeR2) with a linear CSiSiC geometry.

It is the primary objective of the present study to assess whether Ar* is able elec-

tronically to stabilize the E–E bond either by electron donation from the isopropyl sub-

stituents (Pri) on the aryl rings or through dispersive van der Waals attraction between

isopropyl groups on aryl rings attached to different E elements. We carried out this

assessment by making use of the extended transition state (ETS) energy decomposition

scheme [14, 216] and the natural orbitals for chemical valence (NOCV) density decom-

position approach [217] as combined recently into the NOCV-ETS [218] scheme with

van der Waals dispersion included according to the formulation of Grimme [219]. The

pioneering theoretical studies on Ar*EEAr* (E = Si, Ge,S n; Ar* = C6H3-2,6-(C6H2-

2,4,6-Pri3)2) carried out previously [213, 214] by Takagi and Nagase employed a modest

basis set. Further, no attempt was made to conduct a bonding analysis and dispersion

was neglected. Thus, while the authors could point to the possible steric role played by

isopropyl, they were unable to assess in detail its possible electronic influence.

The conventional molecular orbital model used to describe the bonding in the trans-

bent REER systems goes back some 25 years to the work by Trinquier and Malrieu

[198] as well as Carter and Goddard [199]. It has recently been adopted in a lucid form

by Takagi and Nagase [213, 214] for trans-bent systems of interest here. This frontier

orbital description will also be the starting point for our description. For the lighter

elements with the ∠R-E-E angle less than 180o we have as shown in 1 (Figure 4.1) a

single out-of-plane π bond involving πr(out) and πl(out) as well as two in-plane bonding
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σ/π orbitals made up of πr(in) and πl(in). For the heavier members where the ∠R-E-E

angle approaches 90o the bonding scheme becomes that described in 2 (Figure 4.1),

where the two in-plane πr(in) and πl(in) orbitals form a single σ–type bond. The relative

strengths of the bonding components in 1 and 2 in Figure 4.1 have been the matter of

some discussion [190, 191, 193] as has the identity of the element in the series E = Si,

Ge, Sn, Pb at which the bonding picture crosses [190, 191, 193] from 1 to 2 (Figure

4.1). We shall for the first time give a quantitative comparison of the three bonding

components in 1 (Figure 4.1) for the real system based on energies rather than bond

orders or other qualitative measures. The more restricted ETS method has previously

been applied to model systems [194]. We shall further give a novel interpretation of the

factors that cause the switch from 1 to 2 in Figure 4.1.

Figure 4.1: Orbital description as a function of the ∠R-E-E angle.

A final point is the degree of diradical character present in the bonding of REER. It

has been claimed previously based on qualitative considerations [191] that the diradical

character could be as high as 30 % for the MeEEMe model systems. Here we shall

demonstrate from more quantitative spin-flip calculations on the real systems that the

diradical contributions such as 3 in Figure 4.1 at the most amount to 5 %.

4.2 Theoretical Details

4.2.1 Computational Method

In the NOCV-ETS scheme [217, 218] we consider a molecule AB of energy EAB as

formed from two fragments A0 and B0 with the energies E0
A and E0

B, respectively. The
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term ∆EAB representing the formation energy of AB from A0 and B0 is defined as:

∆EAB = EAB − E0
A − E0

B. (4.1)

The formation energy ∆EAB can be decomposed [14, 216] into five chemically mean-

ingful components as:

∆EAB = ∆Eprep + ∆Eelstat + ∆EPauli + ∆Eorb + ∆Edisp. (4.2)

The first component, ∆Eprep, is often referred to as the preparation or distortion energy.

It is the energy required to distort or promote the fragments from their equilibrium ge-

ometries to the structure they will assume in the combined molecule. The second term,

∆Eelstat, corresponds to the electrostatic interaction between two distorted fragments as

they are combined in the final molecule with the densities kept frozen. It is stabiliz-

ing for the neutral fragments studied in this work. The third contribution, ∆EPauli, is

referred to as the Pauli repulsion term and originates from the destabilizing interaction

between the occupied orbitals on the two fragments. The fourth component, ∆Eorb, is

the orbital interaction energy. It is stabilizing and results from the interaction of oc-

cupied and virtual fragment orbitals. We have included the stabilizing van der Waals

dispersion interactions between the two fragments A and B. The change in density due

to the orbital interactions can be written in terms of the orthogonalized fragment orbitals

[217] (λµ; µ = 1,M ) on A and B as

∆ρorb(r) =
M∑
µ

M∑
ν

∆P orb
µν λµλν (4.3)

where ∆P orb
µν is the deformation density matrix. The orbital interaction energy can

further be written as [217]

∆Eorb =
M∑
µ

M∑
ν

∆P orb
µν F

TS
µν = Tr(∆P orbF TS). (4.4)

Here F TS
µν is KS-matrix element between two fragment orbitals λµ and λν with re-

spect to a Kohn-Sham (KS) operator defined in terms of a density matrix halfway be-

tween that of the final molecule and the sum of the distorted fragments [217]. We can
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write ∆Eorb in a more compact form by first diagonalizing ∆P orb
µν according to

∆P orbCi = νiCi (4.5)

where the corresponding eigenvectors called Natural Orbitals for Chemical Valence or

NOCVs are given by

ψj =
∑
k

Cjkλk. (4.6)

The set of NOCVs [217, 218] can be further divided into corresponding pairs (ψ−k,

ψk) with eigenvalues of the same magnitude, νk, but opposite signs. In the NOCV

representation the deformation density takes on the form

∆ρorb(r) =

M/2∑
k=1

νk
[
−Ψ2

−k(r) + Ψ2
k(r)

]
=

M/2∑
k=1

∆ρk(r) (4.7)

whereas ∆Eorb now is given as

∆Eorb =Tr(∆P orbF TS) = Tr(C+∆P orbCC+F TSC)

=

M/2∑
k=1

νk[−F TS
−k,−k + F TS

k,k] =

M/2∑
k=1

∆Eorb
k (4.8)

where F TS
−k,−k and F TS

k,k are diagonal KS–matrix elements over ψ−k and ψk, respectively.

The eq (4.6) and (4.7) relate to each change in density ∆ρk(r) the corresponding energy

contribution ∆Eorb
k . Further ∆ρk(r) consists of density depletion −νkΨ2

−k(r) and the

corresponding accumulation νkΨ2
k(r). In favourable cases [217] different interactions

such as σ, π and δ–bonding or σ–donation and π–back-donation can be identified with

different k values and thus assessed individually, as we shall see shortly.

4.2.2 Computational Details

All spin-flip calculations were performed with the unrestricted SF-CV(2)-DFT method

employing the TZ2P [181] basis set implemented in the ADF [176] program. The

functionals used include LDA-VWN [36], BP86 [37, 38] BLYP [37, 152] PBE [220],

B3LYP [39] and BHLYP [39]. Relativistic effects were included at the scalar relativistic

ZORA [221, 222] level of approximation whereas the dispersion term ∆Edis of eq (4.2)

was described by the scheme due to Grimme et al. [219].
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4.2.3 Molecular models

We studied four of the heavier acetylene congeners of group 14. Crystal structures were

available for germanium [185], tin [184] and lead [190]. The silicon compound was

optimized at the BP86 level. All the compounds are homonuclear and have a trans-bent

geometry with the general formula Ar′EEAr′ (E = Si, Ge, Sn; Ar′ = C6H3-2,6-(C6H2-

2,6-Pri2)2) and Ar*PbPbAr* (Ar* = C6H3-2,6-(C6H2-2,4,6-Pri3)2). The structures are

shown in Figure 4.2.

Figure 4.2: Structures of the four studied compounds from Si to Pb. Also given in each
case is the ∠C–E–E, θ.

4.3 Results and Discussion

4.3.1 Fragment Orbitals

In the NOCV analysis we consider in line with 1 (Figure 4.1) the compound ArEEAr as

formed from two ArE units. Each has two π– and one σ–orbital of importance for the
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E–E bond formation, Figure 4.3. The Figure displays the fragment orbitals for Si and

Pb with their corresponding energies as well as the levels for Ge and Sn. The fragment

orbitals of the Ge and Sn compounds are omitted because they are similar to those of

the Si system.

Figure 4.3: Fragment orbitals of ArE for E = Si and Pb with corresponding energy
levels or E = Si, Ge, Sn, and Pb.

The π–set on each fragment is not degenerate due to the Ar-ligands. It consists of

πy which is perpendicular to the CEEC plane in the overall ArEEAr molecule and πx

situated in the CEEC plane, Figure 4.3. A study of ArE (E = Si, Ge, Sn and Pb) revealed

a doublet ground-state with the valence configuration (σ)2(πy)1(πx)0 for E = Si, Ge, Sn

compared to (σ)2(πx)1(πy)0 for E = Pb. The doublets with the opposite occupation of

the π orbitals were 12.6 kcal/mol (Si), 14.2 kcal/mol (Ge), 20.4 kcal/mol (Sn) and 16.2

kcal/mol (Pb) higher in energy. The different preference for occupation of the π orbitals

between E = Si, Ge, Sb on the one hand and E = Pb on the other must reflect that Ar in

the case of E = Si, Ge, Sb is C6H3-2,6-(C6H3-2,6-Pri2)2 compared to C6H3-2,6-(C6H2-

2,4,6-Pri3)2 for E = Pb. However, we have not pursued this question further. The quartet

state with the valence configuration (σ)1(πy)1(πx)1 was found to be 50 kcal/mol to 70

kcal/mol higher in energy than the ground-state doublet depending on E.
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For all four elements, the σ–orbital is of lower energy than the two π–components

by some 2.5 eV due to a sizable contribution from the ns orbital (n = 3, 6) on E. This

is why the σ–level is occupied by two electrons in the fragment ground-state. We shall

in the following analyze the bonding in ArEEAr in terms of the two doublet fragments

in their electronic ground-state. We illustrate in Figure 4.4, linear combinations of

equivalent σ and πx orbitals on the two fragments as a function of the trans-bent ∠C-E-

E angle θ. It is important to note that the in-phase πx–combination π̃x goes from being

π–bonding at 180o to σ–anti-bonding at 90o whereas the out-of-phase πx–combination

π̃x∗ starts as π–anti-bonding at θ = 180o and ends up σ–bonding at 90o.

Figure 4.4: Combinations of σ and π fragment orbitals as a function of the trans-
bending angle θ.

Around θ = 145o, π̃x∗ is already bonding whereas π̃x is anti-bonding. For the σ–

component, the in-phase combination σ̃ is σ–bonding at θ = 180o and mildly π–anti-

bonding at 90o whereas the out-of-phase combination σ̃∗ is σ–anti-bonding at θ = 180o
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and mildly π–bonding at 90o. Not shown in Figure 3 are the bonding and anti-bonding

combinations π̃y and π̃y∗, respectively, of the out-of-plane πy fragment orbitals. They

do not change bonding character with θ.

4.3.2 Molecular Orbitals

The frontier molecular orbitals are shown in Figure 4.5 for the trans-bent Si compound

with θ = 131o to the left. The orbital of lowest energy is made up of an in-phase com-

bination of π̃x∗ and σ̃ from Figure 4.4 with a slightly dominant contribution from σ̃. It

is denoted by σEE due to its strong σ–bonding character. The second lowest occupied

molecular orbital is primarily σ̃∗ and labeled σ∗EE although it mostly is π–bonding as

discussed above. The occupied orbital of highest energy named πyEE is a bonding com-

bination of the fragment πy–orbitals (π̃y) situated perpendicular to the CEEC plane. The

unoccupied orbital of lowest energy πxEE is an out-of-phase combination of π̃x∗ and σ̃

with the largest contribution from π̃x∗. The occupation and relative energies of the four

frontier orbitals for E = Ge, Sn are also shown in Figure 4.5. They differ little from E =

Si, thus, their composition is not shown in Figure 4.5. We find for trans-bent ArSiSiAr

that the gross population of the three orbitals on each fragment in the overall complex

is (σ)1.64(πy)0.94(πx)0.46 compared to (σ)2(πy)1(πx)0 for a free fragment. Similar gross

populations were obtained for E = Ge, Sn.

Also shown in Figure 4.5 are the molecular orbitals of the trans-bent Pb compound

with θ = 94.3o. We see that σ∗EE and σEE are of lowest energy. They are almost

solely made up of σ̃∗ and σ̃, respectively, with the first appearing as π–bonding and the

second as π–anti-bonding, in accordance with the discussion above. As the HOMO, we

now find the in plane π–orbital πxEE made up of π̃x∗ whereas the LUMO has become

πyEE . It would appear that a longer E–E distance and smaller C-E-E angle makes the

σ–type overlap between the two πx fragments in πxEE more stabilizing than the π–

type overlap in πyEE with the result that πx∗EE now is of lower energy than πyEE and

occupied whereas πyEE has become the LUMO. Frenking and coworkers found a similar

switchover for the HEEH model compounds [193]. However, as far as we are aware this
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Figure 4.5: Molecular Orbitals of trans-bent ArEEAr for E = Si and Pb as well as the
corresponding orbital energies for E = Si, Ge, Sn, and Pb.

is the first rationale given of the cross-over in terms of the decreasing bonding overlap

in π̃y compared to π̃x∗ as the E–E bond distance increases. Frenking [193] and others

[191] have interpreted the crossover as caused by an increasing stability of the doublet

compared to the quartet in ER towards heavier congeners of E. Certainly, this might be a

contributing factor as well. The gross population of each Ar*Pb fragment in trans-bent

Ar*PbPbAr* is (σ)1.92(πx)1.04(πy)0.06 compared to (σ)2(πx)1(πy)0 for the free fragment.

Figure 4.6 depicts the molecular orbitals obtained for the linear Si and Pb com-

pounds with their corresponding energies as well as the energy levels of the Ge and Sn

compounds. The MOs of the Si compound are comprised of two π–bonding and one σ–

bonding combination. Lowest in energy is σEE(σ̃) followed by σxEE(π̃x) and σyEE(π̃y).

The lowest lying empty orbital is σ∗EE(σ̃∗). As shown in Figure 4.6, the same occu-

pation and ordering is found for the Ge and Sn compounds although the gap between

πyEE and σ∗EE decreases. For the linear Pb compound we find that σ∗EE now becomes

occupied whereas πyEE takes on the role as the LUMO. Thus, for E = Si, Ge, Sn the σ∗EE
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orbital is empty because of the strongly anti-bonding σ–overlap in the linear ArEEAr

molecule. This is in spite of the fact that the constituting σ fragment orbitals are more

stable than the corresponding πx, πy components. Instead the HOMO is made up of

πyEE where the lower stability of πy compared to σ is compensated for by a bonding

π–overlap. Through the series E = Si, Ge, Sn and Pb, the stabilizing π–overlap is re-

duced and the anti-bonding σ–overlap diminished. As a result σ∗EE first approach πxEE ,

πyEE and then dips below the two π–orbitals at E = Pb. The gross populations in linear

ArEEAr are (σ)1.24(πx)0.98(πy)0.94 for E = Si with similar values for E = Ge, Sn and

(σ)1.86(πx)0.94(πy)0 for E = Pb.

Figure 4.6: Molecular Orbitals of linear ArEEAr for E = Si and Pb and the correspond-
ing orbital energies for E = Si, ge, Sn, and Pb.

4.3.3 NOCV-ETS analysis of trans-bent compounds based on ArE fragments with a

doublet state

Starting with the E–E bond formed from two doublet ArE fragments of opposite spin

polarization (ArE↑ ↓ ↑ and ↓ ↑ ↓ EAr) we provide the ∆EEE bond energy decompo-

sition according to eq (4.2) in Table 1 for E = Si using 4 different functionals LDA,

BP86, B3LYP and BHLYP. As expected, the Pauli term ∆EPauli is large and positive.
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Table 4.1: ETSa Analysis for Trans-bent Ar′SiSiAr′ Carried Out with Different Func-
tionals (Energies in kcal/mol)

Functional ∆EPauli ∆Eelstat ∆Esteric
b ∆Eorb ∆Edisp ∆Eint

c

LDA 117.2 -70.1 47.1 -129.6 -17.8 -100.2
BP86 141.4 -69.6 71.8 -123.3 -27.5 -79.0

B3LYP 149.6 -72.3 77.3 -119.8 -24.7 -67.2
BHLYP 153.8 -77.0 76.8 -121.1 -17.8 -62.0

aBased on doublet fragments. bSteric interaction energy, ∆Esteric = ∆EPauli + ∆Eelstat.
cFragment interaction energy, ∆Eint = ∆Esteric + ∆Eorb + ∆Edisp.

It is significantly less repulsive for LDA with 117.2 kcal/mol than for the other three

functionals with 141.4 kcal/mol (BP86), 149.6 kcal/mol (B3LYP) and 153.8 kcal/mol

(BHLYP), respectively. The Pauli contribution is in part cancelled by the numerically

large and attractive (negative) electrostatic contribution that is quite similar for the dif-

ferent functionals. It is customary [217, 218, 223] to combine the numerically large

∆Eelstat and ∆EPauli contributions into the smaller steric interaction energy

∆Esteric = ∆EPauli + ∆Eelstat. (4.9)

The steric term represents the total destabilizing interaction of the occupied orbitals

on the two fragments. It is usually positive when we, as in the case here, are dealing

with neutral fragments and ranges from 47.1 kcal/mol (LDA) to 77.3 kcal/mol (B3LYP),

Table 4.1. The fact that LDA in general underestimates Pauli repulsion is the primary

reason why this functional most often overestimates bond energies.

The van der Waals dispersion ∆Edisp is stabilizing and far from negligible with con-

tributions between -17.8 kcal/mol (LDA) and -27.8 kcal/mol (BP86) depending on the

functional, Table 4.1. A large part of ∆Edisp comes from the van der Waals interaction

between Pri groups on different fragments. Stable ArEEAr compounds often contains

Pri groups and it is thus clear from our analysis that one of the roles played by Pri

is to stabilize the ArE dimer through ∆Edisp. This contribution has previously been

neglected in theoretical studies of ArEEAr [213, 214, 215]. The orbital interaction,

∆Eorb, is numerically large and stabilizing, Table 4.1. It is further quite similar for the

52



Table 4.2: ETSa Analysis for Trans-bent Compounds Carried Out with the BP86 Func-
tional for the Real Systems (Energies in kcal/mol)

ArEEAr ∆EPauli ∆Eelstat ∆Esteric
b ∆Eorb ∆Edisp ∆Eint

c ∆Eprep ∆EEE
f

Sid 141.4 -69.6 71.8 -123.3 -27.5 -79.0 41.2 -37.8
Ged 168.7 -91.8 76.9 -121.6 -29.1 -73.7 43.9 -29.8
Snd 122.2 -71.3 50.9 -81.4 -26.2 -56.7 28.0 -28.7
Pbe 121.5 -84.6 37.0 -71.7 -44.0 -78.7 13.7 -65.0

aBased on doublet fragments. bSteric interaction energy, ∆Esteric = ∆EPauli + ∆Eelstat.
cFragment interaction energy, ∆Eint = ∆Esteric + ∆Eorb + ∆Edisp. dAr′ =
C6H3-2,6-(C6H3-2,6-iPr2)2. eAr* = C6H3-2,6-(C6H2-2,4,6-iPr3)2. f ∆EEE = ∆Eint +
∆Eprep.

four functionals and makes up the leading term in the expression for the interaction

energy, ∆Eint, between the two distorted doublet fragments given by

∆Eint = ∆Esteric + ∆Edisp + ∆Eorb. (4.10)

It is important to note that LDA has the most stabilizing interaction energy with

∆Eint = -100.2 kcal/mol as a result of the weaker steric repulsion. On the other hand,

for the other functionals ∆Eint decreases gradually in absolute terms as -79.0 kcal/mol

(BP86), -67.2 kcal/mol (B3LYP) and -62.0 kcal/mol (BHLYP).

Table 4.2 provides an ETS analysis of the E–E bond in the real trans-bent ArEEAr

systems for E = Si, Ge, Sn and Pb based on the BP86 functional. It is clear from the

table that the steric interaction energy ∆Esteric follows the trend Si ∼ Ge > Sn > Pb,

as the E–E distance increases in going from Ge to Pb. A similar trend is observed for

−∆Eorb. One would thus expect from eq (4.10) that−∆Eint would decrease as Si∼ Ge

> Sn > Pb through the series towards the heavier congener. We see instead the trend Si

∼ Ge > Sn < Pb as −∆Eint is larger for Pb than for Sn. This reversal is due to ∆Edisp

which is more stabilizing for E = Pb than for any of the other elements as a result of

the larger number of Pri groups on each Ar*Pb fragment (Ar* = C6H3-2,6-(C6H2-2,4,6-

Pri3)2) compared to Ar′E (E = Si, Ge, Sn; Ar′ = C6H3-2,6-(C6H3-2,6-Pri2)2). It might

appear counter intuitive that the steric interaction decreases with the core size of E.

However this is compensated for by a longer E–E distance. Also the longer E–E bond
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Table 4.3: ETSa Analysis for Trans-bent ArEEAr Model Systems Carried Out with the
BP86 Functional (Energies in kcal/mol)

ArEEAr ∆EPauli ∆Eelstat ∆Esteric
b ∆Eorb ∆Edisp ∆Eint

c

Sid 131.8 -65.2 66.6 -116.0 -14.6 -64.0
Ged 158.7 -86.8 71.9 -113.6 -15.7 -57.4
Snd 114.4 -66.5 47.9 -74.9 -15.0 -42.0
Pbd 84.8 -65.2 19.6 -51.0 -9.8 -41.2

aBased on doublet fragments. bSteric interaction energy, ∆Esteric = ∆EPauli + ∆Eelstat.
cTotal interaction energy, ∆Eint = ∆Esteric + ∆Eorb + ∆Edisp. dAr′ = C6H3-2,6-(C6H5)2.

diminish the steric interaction between the two Ar groups for the real systems. We can

probe the influence of the isopropyl groups further by replacing all of them in the real

systems with hydrogens and reoptimize the C–H distances while keeping the rest of the

framework frozen. It follows from Table 4.3 that the Pri removal reduces the steric re-

pulsion, ∆Esteric, as one might expect. On the other hand, there is a substantial reduction

in the dispersive stabilization, ∆Edisp, and a somewhat smaller numerical decrease in

the orbital interaction energy, ∆Eorb. We shall discuss the decrease in −∆Eorb shortly.

Here we note that the net effect of the Pri removal is to reduce−∆Eint in absolute terms

through the loss of dispersion and thus reduce the strength of the E–E bond.

In order to calculate the total bond energy, ∆EEE, between the two ArE monomers

according to

∆EEE = ∆Eint + ∆Eprep (4.11)

we need as well the preparation term, ∆Eprep. In the current case where we are using

the fragments in their electronic ground-state, this term represents the energy required

to change the two fragments from the doublet ground-state to the distorted doublet state

in the overall molecule. The term ∆Eprep decreases from E = Ge to E = Pb, Table

4.2. We observed a lower preparation term for E = Si compared to E = Ge. The total

bond energy, ∆EEE, decreased in absolute terms from E = Si to E = Sn and increases

again towards E = Pb with the numerically largest value. This is indicative of the strong

dispersive stabilization for E = Pb. Without ∆Edisp the bond energy, −∆EEE would
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Table 4.4: NOCVa Contributionsb to ∆Eorb
c for the Trans-bent Compounds Carried

Out with the BP86 Functional for the Real Systems (Energies in kcal/mol)

ArEEAr ∆Eπy

orb ∆Eσ−π∗
orb ∆Eσ∗−π

orb ∆Eπx∗
orb ∆Erest

orb

Sid -32.4 -36.6 -38.2 -13.4
Ged -33.1 -35.7 -35.6 -14.2
Snd -23.1 -19.2 -25.1 -11.8
Pbe -45.4 -24.7

aBased on doublet fragments. bSee Figures 4.7 and 4.9. c ∆Eorb = ∆Eπy

orb + ∆Eσ−π∗
orb +

∆Eσ∗−π
orb + ∆Eπx∗

orb + ∆Erest
orb . dAr′ = C6H3-2,6-(C6H3-2,6-iPr2)2. eAr* =

C6H3-2,6-(C6H2-2,4,6-iPr3)2.

decrease from Si to Pb as found by Takagi and Nagase [214] in their pioneering study

where ∆Edisp was neglected. In Table 4.4 we provide the NOCV decomposition of

∆Eorb based on the BP86 functional for E = Si, Ge, Sn and Pb according to

∆Eorb = ∆Eπy

orb + ∆Eσ−π∗
orb + ∆Eσ∗−π

orb + ∆Erest
orb . (4.12)

The change in density ∆ρk corresponding to the three major contributions, ∆Eπy

orb,

∆Eσ−π∗
orb , and ∆Eσ∗−π

orb are depicted in Figure 4.7 for E = Si.

The analysis is based on two doublet fragments each with the electronic configura-

tion (σ)2(πy)1(πx)0. We provide in addition for each ∆ρk in Figure 4.8 the correspond-

ing pair of NOCV orbitals (ψ−k, ψk) contributing to ∆ρk according to eq (4.7).

Figure 4.7a illustrates the πy–bond formed by out-flow of α–electron density (∆-

ρπ
y ,α

orb ) from the occupied fragment πy–orbital on the left side (orange) and an in-flow to

the empty πy–orbital on the right (green) side. The corresponding NOCVs are shown in

Figure 4.8a. Here Ψα
−1 represents the orthogonalized occupied fragment πy–orbital on

the left side and Ψα
−1 the empty πy–orbital on the right side. The corresponding charge

flow of β–electron density in the opposite direction ∆ρπ
y ,β

orb is omitted from Figure 4.7.

However, Figure 4.7a contains the sum ∆Eπy

orb. It follows from Figure 4.7a and Table

4.4 that the contribution to ∆Eorb from ∆ρπ
y

orb amounts to ∆Eπy

orb = -32.4 kcal/mol. The

term ∆Eπy

orb is obviously related to the formation of the πyEE orbital, which is the HOMO

in Figure 4.5.

Figure 4.7b displays relocation of charge ∆ρσ
∗−π,α

orb from the σ̃∗ combination de-
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(a) ∆Eπy ,α
orb = −16.2 kcal/mol (b) ∆Eπy

orb = −32.4 kcal/mol

(c) ∆Eσ−π∗,α
orb = −18.3 kcal/mol (d) ∆Eσ−π∗

orb = −36.6 kcal/mol

(e) ∆Eσ∗−π,α
orb = −19.1 kcal/mol (f) ∆Eσ∗−π

orb = −38.2 kcal/mol

Figure 4.7: NOCV deformation densities for the trans-bent Si compounds based on
doublet fragments. The NOCV deformation densities on the left are the individual α
contributions and those on right are the sum of α and β contributions. The individual β
contributions are omitted. (a) and (b) Contours of the πy–NOCV deformation density
with the corresponding energy contributions. The contour values are 0.003 au. (c) and
(d) Contours of the σ∗/π–NOCV deformation density with the corresponding energy
contributions. The contour values are 0.003 au. (e) and (f) Contours of the σ/π∗–NOCV
deformation density with the corresponding energy contributions. The contour values
are 0.003 au. Green represents positive contours and orange negative contours.
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(a) Ψα
−1 (b) Ψα

1

(c) Ψα
−2 (d) Ψα

2

(e) Ψα
−3 (f) Ψα

3

Figure 4.8: NOCVs for the three major contributions to ∆ρorb for trans-bent ArSiSiAr
based on doublet fragments.
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picted in Figure 4.8b as Ψα
−2 to π̃x depicted in Figure 4.8b as Ψα

2 . The figure illus-

trates both the α–density relocation ∆ρσ
∗−π,α

orb and the total change ∆ρσ
∗−π

orb = ∆ρσ
∗−π,α

orb

+ ∆ρσ
∗−π,β

orb . The orbital stabilization due to ∆ρσ
∗−π

orb amounts to ∆Eσ∗−π
orb = -36.6

kcal/mol, Figure 4.7b. It is obvious that ∆ρσ
∗−π

orb is associated with the formation of the

σ∗EE orbital in Figure 4.5. Figure 4.7c depicts transfer of α–electron density (∆ρσ−π
∗,α

orb )

from σ̃ shown in Figure 4.8c as Ψα
−3 to π̃x∗ given in Figure 4.8c as Ψα

3 . Also presented

is ∆ρσ−π
∗

orb = ∆ρσ−π
∗,α

orb + ∆ρσ−π
∗,β

orb . It is clear that ∆ρσ−π
∗

orb corresponds to the formation

of σEE in Figure 4.5. The stabilization corresponding to ∆ρσ−π
∗

orb is ∆Eσ−π∗
orb = -38.2

kcal/mol. Finally shown in Table 4.4 is ∆Erest
orb = -13.4 kcal/mol. It represents primarily

charge polarization on the aryl rings and is not shown in Figure 4.7. Going next from E

= Si to E = Ge and Sn leads to deformation densities ∆ρπ
y

orb, ∆ρσ
∗−π

orb and ∆ρσ−π
∗

orb that are

qualitatively similar from one element to the next. Further, the corresponding energy

contributions ∆Eπy

orb, ∆Eσ∗−π
orb and ∆Eσ−π∗

orb are seen to be comparable for E = Si and Ge

before they decline in absolute terms for E = Sn as the E–E distance increases. In sum-

mary, our NOCV analysis indicates that trans-bent ArEEAr for E = Si, Ge and Sn has a

triple bond consisting of an out-of plane π–bond and two in-plane bonds. One in-plane

bond is made up of σ̃∗ (65 %) and π̃x (35 %) from Figure 4.4 and the other of σ̃ (70 %)

and π̃x∗ (30 %). For a given E all three bond components have about the same strength,

Table 4.4. For Ar*PbPbAr* we find only one important bond component corresponding

to ∆ρπ
x

orb, Figure 4.9. It represents transfer of α–density from an occupied in-plane πx

orbital on one fragment to an empty πx orbital on the other fragment, ∆ρπ
x,α

orb , as well

as transfer of β–density in the opposite direction, ∆ρπ
x,β

orb , Figure 4.9.

The total contribution to ∆Eorb from ∆ρπ
x

orb is ∆Eπx

orb = -45.4 kcal/mol. Thus in

Ar*PbP-bAr* we have only a single bond. This is consistent with the MO diagram

in Figure 4.5 where both σEE and σ∗EE are occupied and made up solely of σ̃ and

σ̃∗, respectively. Thus, combined they do not contribute to the bond order. The only

contribution comes from πx∗EE made up of π̃x∗ which at the trans-bent angle of 94.3o

forms a σ–type bond as illustrated in Figures 4.4 and 4.5. With a bond order of 1,

one might have expected the E–E link to be weaker for E = Pb than for the three other
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(a) ∆Eσ,α
orb = −22.7 kcal/mol (b) ∆Eσ

orb = −22.7 kcal/mol

Figure 4.9: NOCV deformation densities for the trans-bent Pb compound based on
doublet fragments. Contours of the σ–NOCV deformation density with the correspond-
ing energy contributions. The NOCV deformation density, ∆ρσ,αorb , is the α contribution
and ∆ρσorb is the sum of α and β contributions. The β contribution, ∆ρσ,βorb , is omit-
ted. The contour values are 0.002 au. Green represents positive contours and orange
negative contours.

Table 4.5: NOCVa Contributions to ∆Eorb
b for the Trans-bent ArEEArc Model Com-

pounds Carried Out with the BP86 Functional (Energies in kcal/mol)

ArEEAr ∆Eπy

orb ∆Eσ−π∗
orb ∆Eσ∗−π

orb ∆Eπx∗
orb ∆Erest

orb

Sic -32.3 -36.7 -38.1 -8.9
Gec -33.1 -35.7 -35.6 -9.2
Snc -22.8 -19.5 -25.0 -7.6
Pbc -44.7 -6.3

aBased on doublet fragments. b ∆Eorb = ∆Eπy

orb + ∆Eσ−π∗
orb + ∆Eσ∗−π

orb + ∆Eπx∗
orb +

∆Erest
orb . cAr = C6H3-2,6-(C6H5)2.

elements with formal triple bonds. Indeed ∆Eorb is smallest for E = Pb in absolute

terms. However, this is compensated for by a modest steric interaction and a very

favourable van der Waals attraction ∆Edisp, Table 4.4. As a result -∆Eint for Pb is

comparable to that of silicon and larger than that of E = Ge and Sn, Table 4.4. We have

also calculated the NOCV contributions to ∆Eorb for the model systems ArEEAr with

Ar = C6H3-2,6-(C6H5)2 where all isopropyl groups are replaced with hydrogens, see

Table 4.5.

It is remarkable to note that each of the bonding components changes by less than 1

kcal/mol. Thus the direct electronic influence of the isopropyl groups on the E–E bond

is minimal. There is some reduction in the stabilization ∆Erest
orb as the isopropyl groups

are replaced by hydrogen atoms. It represents the loss of hyperconjugation into the σ∗

orbitals on Pri induced by steric interactions. It is clear from the above discussion that
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Table 4.6: NOCVa Contributionsb to ∆Eorb
c for the Trans-bent Ar′SiSiAr′ c Carried

Out with different Functionals (Energies in kcal/mol)

ArEEAr ∆Eπy

orb ∆Eσ−π∗
orb ∆Eσ∗−π

orb ∆Erest
orb

LDA -35.6 -38.4 -39.8 -13.1
BP86 -32.4 -36.6 -38.2 -13.4

B3LYP -33.1 -34.5 -35.9 -13.8
BHLYP -49.5 -29.7 -21.4 -17.8

aBased on doublet fragments. bSee Figure 4.7. c ∆Eorb = ∆Eπy

orb + ∆Eσ−π∗
orb + ∆Eσ∗−π

orb
+ ∆Erest

orb .

the NOCV-ETS scheme can provide a detailed analysis of quite complex systems with-

out having to make use of simplified models such as REER (R = H, Me). In fact such

models are unable to reveal the most important factors for the stability of the ArEEAr

complexes, namely the favourable dispersive interactions of the isopropyl groups on

different E atoms. Further, the insight provided here suggests ways in which one might

stabilize the lighter ArEEAr congeners by adding more isopropyl groups. However,

such a strategy might somewhat be hampered by the steric constraints introduced by

the shorter E–E distance. This provides to some extent an explanation to why the Si

(Ar′SiSiAr′ type) compound is yet to be synthesized.

Also shown in Table 4.6 is the NOCV analysis of trans-bent Ar′SiSiAr′ for LDA,

BP86, B3LYP and BHLYP. We note that ∆Eorb as well as the three major contributions

∆Eπy

orb, ∆Eσ∗−π
orb and ∆Eσ−π∗

orb changes little in going from LDA to BP86 and B3LYP.

For BHLYP there is somewhat larger variations in the three contributing terms to ∆Eorb.

However, ∆Eorb is the same for all four functionals within 4 kcal/mol. Thus, the large

over binding found for LDA is not associated with ∆Eorb but rather with ∆EPauli, as

previously mentioned.

A NOCV-ETS analysis of the factors influencing the trans-bent angle in ArEEAr.

Tables 4.7 and 4.8 report the ETS analysis of the Si and Pb compounds, respectively,

as a function of ∠C-E-E angle. It is clear from Table 4.8 that ∆Eint has a minimum

close to the optimized angle at θ = 120o. This angle is a compromise between ∆Eorb +

∆Edisp which prefers a smaller angle and ∆Esteric for which angles larger than 120o is
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Table 4.7: ETSa Analysis for Ar′SiSiAr′, where the angle (θ) Ar′–Si–Si is varied (En-
ergies in kcal/mol)

θb ∆EPauli ∆Eelstat ∆Esteric
c ∆Eorb ∆Edisp ∆Eint

d

80 1296.4 -544.6 751.8 -474.8 -51.6 225.4
90 601.3 -254.3 347.0 -270.6 -48.0 28.4

100 304.9 -127.1 177.8 -184.5 -42.0 -48.6
110 197.7 -84.1 113.6 -153.1 -35.0 -74.5
120 171.7 -78.1 93.6 -144.8 -28.5 -79.7
130 141.9 -70.0 71.9 -123.3 -26.7 -78.0
140 199.1 -96.9 102.2 -151.0 -18.7 -67.5
150 222.6 -107.0 115.6 -156.7 -15.6 -56.7

aBased on doublet fragments. b θ in degrees. cSteric interaction energy, ∆Esteric =
∆EPauli + ∆Eelstat. cFragment interaction energy, ∆Eint = ∆Esteric + ∆Eorb + ∆Edisp.

Table 4.8: ETSa Analysis for Ar*PbPbAr*, where the angle (θ) Ar′–Pb–Pb is varied
(Energies in kcal/mol)

θb ∆EPauli ∆Eelstat ∆Esteric
c ∆Eorb ∆Edisp ∆Eint

d

80 265.5 -155.2 110.3 -99.0 -65.2 -53.9
90 140.2 -95.2 45.0 -76.4 -51.0 -82.3

100 108.6 -76.2 32.4 -66.9 -35.6 -70.2
110 98.6 -68.0 30.6 -59.7 -24.8 -53.8
120 93.1 -62.0 31.1 -57.0 -18.0 -43.9
130 87.6 -56.1 31.5 -52.0 -13.7 -34.2
140 81.2 -50.0 31.1 -45.6 -11.0 -25.5
150 74.3 -44.4 29.9 -38.7 -9.5 -18.3

aBased on doublet fragments. b θ in degrees. cSteric interaction energy, ∆Esteric =
∆EPauli + ∆Eelstat. cFragment interaction energy, ∆Eint = ∆Esteric + ∆Eorb + ∆Edisp.

preferred. For E = Pb, we see the same trends. However, now the steric interaction is

reduced due to the longer E–E distance. As a result the equilibrium is close to θ = 90o.

The NOCV-ETS analysis provided in Tables 4.7 and 4.8 affords the first study of

the factors determining the trans-bent in the real systems. Previously such studies have

been limited to REER models with R = H, Me. While REER compounds might be

of interest in their own right they are unable to simulate the actual steric and dispersive

interactions found in ArEEAr. It is thus not surprising that REER realize conformations

not observed by ArEEAr. Even in the trans-bent conformation the E–E distances and θ
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Table 4.9: Singlet–Triplet Energy Gap (∆EST) for the four ArEEAr (E = Si, Ge, Sn,
Pb) Compounds in their Ground-State Trans-Bent Geometry (Energies in eV)

∆EST
a

Compounds LDA BLYP BP86 PBE B3LYP BHLYP

Si2Ar′ ′2 -1.33 -1.22 -1.14 -1.18 -8.9 -1.01
Ge2Ar′ ′2 -1.16 -1.10 -0.98 -1.03 -9.2 -0.90
Sn2Ar′ 2 -0.94 -0.90 -0.77 -0.83 -7.6 -0.74
Pb2Ar*2 -0.45 -0.50 -0.37 -0.40 -6.3 -0.29

aThe negative sign indicates that the singlet state is of lower energy than the triplet
state. All of the trans-bent compounds showed a singlet ground-state.

angles in REER can differ considerably from those observed in ArEEAr, especially for

E = Sn, Pb [190, 191].

4.3.4 Singlet-triplet Gap

We have so far assumed that all of our ArEEAr systems have a ground-state that can

be described as a closed shell singlet. It follows from our analysis in Figure 4.5 that

ArEEAr (E = Si, Ge, Sn) for such a singlet has the conformation (σEE)2 (σ∗EE)2 (πyEE)2

(πxEE)0 (πx∗EE)0 whereas ArPbPbAr has the configuration (σEE)2 (σ∗EE)2 (πxEE)2 (πyEE)0

(πy∗EE)0. The corresponding singlet closed shell determinantal wave functions are in con-

ventional DFT given by the Kohn-Sham determinantal ΨS
1 = |σEEσ̄EEσ∗EEσ̄∗EEπ

y
EEπ̄

y
EE|

for E= Si, Ge, Sn and the corresponding KS determinant ΨS
2 = |σEEσ̄EEσ∗EEσ̄∗EEπxEE

π̄xEE| for E = Pb. Here the “bar” indicates an orbital of β–spin. However, the possibil-

ity exists that one or more of the electron pairs are weakly coupled so that a high-spin

triplet state with the valence configuration (σEE)2 (σ∗EE)2 (πyEE)1 (πxEE)1 (πy∗EE)0 is pre-

ferred. We have carried out calculations on the adiabatic triplet-singlet energy gap in

order to investigate this possibility. The calculations were based on the SF-CV(2)-DFT

scheme with the triplet as a reference.

Table 4.9 displays the calculated adiabatic gap for the four compounds with a trans-

bent geometry using the LDA-VWN, BP86, BLYP, PBE, B3LYP and BHLYP func-

tionals. The estimated vertical gaps are slightly functional dependent [152, 39, 220]
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as found in previous studies. The largest vertical singlet-triplet gaps in absolute terms

were obtained for LDA and the smallest were calculated for the hybrid functionals

(B3LYP and BHLYP). All the compounds revealed a negative gap for the trans-bent

systems, which mean that the singlet is of lower energy than the triplet. This is in

agreement with previous theoretical studies on REER systems, including a spin-flip

time-dependent-DFT calculation (SF-TD-DFT) [191] which is nearly identical to our

SF-CV(2)-DFT procedure. Thus the calculated gaps with B3LYP are -25.2 kcal/mol

(Si), -22.4 kcal/mol (Ge), -18,2 kcal/mol (Sn), -6.0 kcal/mol (Pb) for the real system

compared to -32.4 kcal/mol (Si), -27.6 kcal/mol (Ge), -2.0 kcal/mol (Sn), -6.4 kcal/mol

(Pb) for MeEEMe using the same functional. We attribute the substantial difference for

E = Sn to the use [191] of a model system that differs in key geometrical parameters

from those used in ArEEAr. Thus the Sn–Sn distance in MeSnSnMe was 0.4 Å longer

than in ArSnSnAr.

4.3.5 Diradical character

The fact that the spin-flip calculations revealed a singlet ground-state does not necessary

mean that all electrons are perfectly paired as in ΨS
1 or ΨS

2. The singlet could in full or

in part be open-shell with two electrons of opposite spins in different orbitals. In fact

SF-CV(2) (and SF-TD-DFT) [191] is in contrast to regular KS-DFT able to describe a

system as a mixture of open and closed shell singlets with a wave function for ArEEAr

that is given by

ΨS
SF = C1ΨS

1 + C2ΨS
2 + C3ΨS

3 +

NSF∑
nSF

CnSFΨ
S
nSF

(4.13)

according to eq (3.3). In eq (4.13), ΨS
1 = |σEEσ̄EEσ∗EEσ̄∗EEπ

y
EEπ̄

y
EE| is generated from

ΨT
1 = |σEEσ̄EEσ∗EEσ̄∗EEπ

y
EEπ

x
EE| by the spin-flip substitution πxEE → ¯πyEE whereas

ΨS
2 = |σEEσ̄EEσ∗EEσ̄∗EEπxEEπ̄xEE| is obtained from ΨT

1 by the spin-flip replacement

πyEE → ¯πxEE . Further, ΨS
3 = 1/

√
2{|σEEσ̄EEσ∗EEσ̄∗EEπxEEπ̄

y
EE| + |σEEσ̄EEσ∗EEσ̄∗EE

πyEEπ̄
x
EE|} is reached from by the spin-flip transpositions πxEE → ¯πxEE and πyEE →

¯πyEE . Finally, ΨS
nSF

corresponds to one of the NSF possible remaining spin-flip re-
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placements generated by substituting one of the occupied orbitals of ΨT
1 and ΨT

−1 =

|σEE ¯σEEσ
∗
EE

¯σ∗EEπ̄
y
EEπ̄

x
EE| with one of the corresponding vacant orbitals of opposite

spin. In eq (4.13), ΨS
1 and ΨS

2 represent the closed shell singlet character of ΨS
SF whereas

ΨS
3 and the sum over all ΨS

nSF
represent the open shell or diradical side of ΨS

SF. We find

for E = Si, Ge, Sn, that the dominating contribution comes from C1. For a given func-

tional the C1 values differ little between elements and for a given element C1 ranges

from C1 = 0.99 (LDA) to C1 = 0.93 (BHLYP). The remaining part comes from many

small ΨS
nSF

contributions that represent the diradical nature. Thus, our analysis indicate

a diradical character of around 5 % (or less) that is constant for all three elements E =

Si, Ge, Sn. For E = Pb the dominating contribution is the closed shell ΨS
2 with C2 ≈

0.95. Thus for Pb the maximum diradicaloid character is also 5 %.

Jung et al. [191] pointed to eq (4.13) as a way in which to assess the degree of dirad-

icaloid nature in the E–E bonds. Unfortunately, they did not report the different weights

and used only SF-TD-DFT to calculate the singlet-triplet splitting. The authors assessed

instead the degree of diradical character from a natural orbital analysis based on ab

initio complete active space SCF (CASSCF) [224] calculations. Such an analysis de-

scribes the electron configuration of REER (E = Si, Ge, Sn) with fractional occupations

as (σEE)2(σ∗EE)2−δ1(πyEE)2−δ2(πxEE)δ1(πy∗EE)δ2 rather than (σEE)2(σ∗EE)2(πyEE)1(πxEE)1(-

πy∗EE)0 for KS-DFT and Hartree-Fock. The fractional occupations numbers δ1 and δ2 are

from qualitative considerations taken to mean that the degree of diradical character is

(δ1 + δ2)×102 %. In this way the authors concluded that the diradical contribution was

between 30 % – 25 % for E = Si, Ge, Sn and 8 % for E = Pb. For E = Si, Ge, and Sn,

this would mean that the combined sum of the squares of all weights C2
nSF

correspond-

ing to ΨS
nSF

for the spin-flip replacements σ∗EE → π̄yEE , σ̄∗EE → πyEE , πxEE → π̄y∗EE and

π̄xEE → πy∗EE with respect to the triplet reference should be between 0.30 and 0.25. In

our SF-CV(2)-DFT calculations we find this contributions to be two orders of magni-

tude smaller and more in line with what one would expect in view of the large calculated

singlet-triplet splitting. The diradical singlet components such as from the spin-flip re-

placements σ∗EE → π̄yEE , σ̄∗EE → πyEE , πxEE → π̄y∗EE and π̄xEE → πy∗EE appear as pure
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excited singlet states well above the first triplet.

4.4 Concluding Remarks

The present study is the first that has given a detailed analysis of the role played by

isopropyl groups in stabilizing the E–E bond in ArEEAr (where E = Si, Ge, Sn, Pb and

Ar = terphenyl ligand). This analysis was carried out by employing the NOCV method

together with the ETS scheme. In the NOCV-ETS analysis we consider ArEEAr as

formed from two ArE fragments with a doublet ground-state configuration σ2π1. For E

= Si, Ge and Sn, it revealed one π–bond perpendicular to the CEEC plane and two σ/π

type bonds in the plane while similar bonding pictures have been obtained in previous

model studies [190, 191, 193] with Ar = H, CH3, the NOCV-ETS scheme was able

to obtain quantitative estimates for the strength of the various σ/π components with-

out artificial truncations of the system. Especially it was shown that all three bonding

component have the same strength. Thus ArEEAr with E = Si, Ge and Sn should be

considered to have a triple bond. The Ar*PbPbAr* system was found to have a single

σ–bond with a ∠C-Pb-Pb trans-bent angle close to 90o. Such a crossover in bonding has

been observed before [191, 193] and rationalized as caused by an increasing stability

of the doublet compared to the quartet in EAr. We point out that a contributing factor

is a reduction of the out of plane bonding overlap in π̄y compared to the π̄x∗ as the E–E

bond distance increases, Figure 4.4.

As a completely new aspect, the NOCV-ETS analysis was able to show that the

electronic influence of the isopropyl substituents on the σ/π components differ little

from that of hydrogen atoms. Rather the stabilizing influence of the isopropyl sub-

stituents stems from dispersive van der Waals attractions between Pri groups on aryl

rings attached to different E atoms as well as hyperconjugation involving donation into

σ∗ orbitals on Pri. The dispersive interaction amounts to -27.5 kcal/mol (Si), -29.1

kcal/mol (Ge), -26.2 kcal/mol (Sn) and -44.0 kcal/mol (Pb). The larger dispersive stabi-

lization for lead reflects the fact that the longer Pb–Pb and Pb–C bonds sterically allow
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for more isopropyl groups with Ar = C6H3-2,6-(C6H2-2,4,6-Pri3)2. Compared to the

other elements where Ar = C6H3-2,6-(C6H3-2,6-Pri2)2. Thus, in spite of the lower bond

order, the Pb–Pb bond strength is stronger than for the other elements as the weaker

bonding interaction ∆Eorb is more than compensated for by a weaker steric repulsion

and a more favourable dispersive attraction. The NOCV-ETS analysis revealed that the

observed trans-bent angles are a compromise between steric factors that favours larger

angles and electronic factors (∆Eorb + ∆Edisp) favouring smaller angles. The trans-bent

angle θ has so far been studies by REER model systems (R = H, Me) where ∆Edisp

is absent and ∆Esteric different. It is thus not surprising that the E–E distances and θ

angles in REER can differ considerably from those observed in ArEEAr, especially for

E = Sn, Pb [191]. It is finally concluded from our quantitative SF-CV(2)-DFT calcu-

lations that the real ArEEAr systems reveal little if any diradical character of the E–E

bond in contrast to a previous qualitative analysis of model systems.
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Chapter 5

Application of Time-Dependent and Time-Independent

Density Functional Theory to Rydberg Transitions

5.1 Introduction

The description of excited states by DFT has largely been based on TD-DFT [52, 53,

57, 58, 59, 60, 225] in which the density induced change in the exchange correlation

potential V̂ KS
XC(~r) due to a time-dependent perturbation enables one to estimate transition

energies and other excited-state properties. It is thus evident that the success of TD-DFT

depends strongly on how well the approximate density functional at hand describes

V̂ KS
XC(~r).

It is known that functionals based on the local density approximation (LDA) or its

generalized gradient approximation (GGA) give rise to an Ṽ KS
XC(~r) that is less stabiliz-

ing than the potential V̂ KS
XC(~r) from an exact functional derived from high level wave

function theory [1, 61, 62, 63]. The result is that energies for both occupied (ε̃i) and

virtual (ε̃a) orbitals derived from Ṽ KS
XC(~r) are much higher than those ((ε̂i),(ε̂a)) obtained

from V̂ KS
XC(~r). The weak character of Ṽ KS

XC(~r) also manifests itself at medium and large

distances r from the molecular centre of mass where Ṽ KS
XC(~r) is decaying exponentially

with r whereas V̂ KS
XC(~r) decays as ∼ −1/r.

The insufficient stabilization of Ṽ KS
XC(~r) for both medium values of r in the valence

region and large values of r in the density tail is not necessarily detrimental for TD-

DFT excitation energies based on Ṽ KS
XC(~r). The reason for this is that TD-DFT ex-

citation energies largely depend on the difference ε̃a − ε̃i. Thus, considerable errors

in ε̃i, ε̃a might cancel in ε̃a − ε̃i if the average potential experienced by ψi and ψa

have similar deviations from V̂ KS
XC(~r). This appears to be the case for valence tran-
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sitions ψi → ψa where the overlap Sia between the two densities ψiψi and ψaψa is

large [83, 91]. However, the error in Ṽ KS
XC(~r) clearly manifests itself in cases where

Sia is small such as charge transfer excitations [64, 71, 72, 84, 80, 85, 226] and Ry-

dberg transitions [1, 61, 62, 63]. Nevertheless, it has been possible to obtain accept-

able results even in cases where Sia is small by constructing specialized potentials

[1, 61, 62, 63, 64, 71, 72, 83, 84, 80, 85, 86, 87, 88, 89, 90] in which the proper −1/r

decay is enforced. Unfortunately, the specialized potentials might in some cases lead to

poorer results for “regular” transitions in which Sia >> 0.

In wave function theory excited states are described not only by response theory

but equally well by variational approaches in which excited states are localized as sta-

tionary points on energy surfaces above the ground-state [227, 228]. In this case an

excitation energy is determined straightforwardly as a total energy difference. As al-

ready mentioned, in DFT, response theory has been prevalent in excited-state studies in

the form of the ATD-DFT scheme. Nevertheless, variational DFT approaches have also

been used with some success. They include ensemble DFT [40, 41, 42, 229], variation

of bifunctionals [96], change in self-consistent field (∆SCF) [13, 14, 15, 43, 44, 45, 46]

and others [97, 230]. Perhaps the best known is the ∆SCF scheme by Slater [13, 43]

which historically was introduced before TD-DFT.

There has been some doubt as to the general validity [231] of using excited-state

variation theory based on DFT given the status of DFT as a ground-state theory. How-

ever, we have recently shown that adiabatic TD-DFT can be derived from a variational

approach in connection with our development of the CV-DFT method [47, 232] for the

description of excited states. It has been shown previously [47, 232] that the variational

CV-DFT approach to second-order in Uai is equivalent to adiabatic TD-DFT based on

response theory both [47] within the TDA [175] and in the general case [232]. Further,

to all orders in Uai, CV-DFT is equivalent to ∆SCF in those cases where the transition

can be described by a single orbital replacement ψi→ ψa [48].

We have in previous studies been able to treat charge transfer transitions [50, 93] and

other “difficult” cases such as π → π* excitations in cyclic acenes [233] and cyanines
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[234] successfully even with local functionals provided that terms to all orders in Uai

were taken into account in our CV-DFT approach. However, this requires that Uai is

fully optimized [51] and that the basis of occupied {φi(1); i = 1,occ} and virtual {φa(1);

a = 1,vir} ground-state orbitals are allowed to relax (RSCF-CV(∞)-DFT) [49]. It is

our objective in the present investigation to illustrate that Rydberg transitions for which

Sia ∼ 0 equally well can be described by RSCF-CV(∞)-DFT even for LDA and related

GGA functionals.

Since Rydberg transitions are characterized by a single orbital replacement ψv →

ψr, RSCF-CV(∞)-DFT will give results very similar to ∆SCF. We shall in the follow-

ing base our numerical calculations on ∆SCF whereas the discussion will make use of

CV-DFT that connects ∆SCF and adiabatic TD-DFT.

5.2 Theoretical Details

5.2.1 Computational Methods

In CV(2)-DFT or ATD-DFT/TDA the triplet excitation energy for a transition involving

a single orbital replacement (r → v) takes on the form [52]

∆ECV(2)
T = ∆EATD-DFT/TDA

T = [εr(ρ
0)− εv(ρ0)] +Krvrv −Krvr̄v̄ (5.1)

whereas the singlet excitation energy is given by [52]

∆ECV(2)
S = ∆EATD-DFT/TDA

S = [εr(ρ
0)− εv(ρ0)] +Krvrv +Krvr̄v̄. (5.2)

In RSCF-CV(∞)-DFT [46, 49] the triplet transition energy for an excitation that

can be represented by a single orbital replacement (v→ r) [232] and the corresponding

singlet energy are given in eqs (2.38) and (2.39), respectively.

5.2.2 Computational Details

We have carried out all DFT calculations by employing a developers version of the

ADF 2012 program [181]. Our calculations employed a standard triple-ζ Slater type
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orbital (STO) basis with two sets of polarization functions for all atoms (TZ2P) [235]

as well as an extended quadruple-ζ STO basis with three sets of polarization functions

and two diffuse functions (ET-QZ3P-2DIFFUSE) [1, 181] on each atom. We shall

refer to the latter as the Extended basis for short. Use was made of the LDA in the

VWN parametrization [36] and the BP86 generalized gradient approximation (GGA)

with the correlation part by Perdew [38] and the exchange part by Becke [37]. We

employed further the B3LYP and hybrid functional by Becke [39] with the correlation

functional taken from Lee et al. [152]. Here B3LYP has 20 % HF exchange. Use has

also been made of length corrected functionals (LC). In the LC functional, the regions of

electron–electron interaction are divided into “long” and “short” range parts by dividing

the Coulomb operator into two pieces:

1

r12

=
w(ω, r12)

r12︸ ︷︷ ︸
SR

+
1− w(ω, r12)

r12︸ ︷︷ ︸
LR

(5.3)

where r12 is the inter-electronic distance r12 = |~r1 − ~r2| whereas w is some kind of con-

tinuous switching function that goes to 1 as r12 goes to zero and to zero as r12 becomes

large. The parameter ω determines how rapidly the switching occurs. This type of di-

vision has been introduced by a number of groups to combine DFT and wave function

theory [86, 87, 88, 89]. The most widely used form for w(ω,r12) is the error function

[86, 87, 88, 89] as it gives rise to integrals that are readily evaluated in connection with

Gaussian basis sets. An alternative choice is the exponential function

w(ω, r12) = exp(−ωr12) (5.4)

which in combination with the r−1
12 operator gives the Yukawa potential [236, 237]. The

exponential choice for w(ω, r12) in eq (5.4) has been used for both Gaussian [236, 237]

and Slater type basis sets [238]. We employ here w(ω, r12 ) in eq (5.4) with ω = 0.40

and ω = 0.75. The local functional used in conjunction with LC was BP86. Here LC

combined with BP86 for ω = 0.40 is termed LCBP86* whereas the combination with

ω = 0.75 is called LCBP86. All electrons were treated variationally without the use of

the frozen core approximation [181]. The parameter for the precision of the numerical
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integration was set to a (standard) value of 5.0. A special auxiliary STO basis was

employed to fit the electron density in each cycle for an accurate representation of the

exchange and Coulomb potentials [181].

5.2.3 Molecular Models

All structures were taken from Ref. [63].

5.3 Results and Discussion

5.3.1 TD-DFT Calculations on Rydberg Excitations

It is well established that functionals based on the local density approximation and GGA

in conjunction with TD-DFT afford poor estimates of Rydberg excitation energies and

the same is true for many hybrid functionals such as B3LYP. As already mentioned, the

failure of the above functionals stems from the fact that their Ṽ KS
XC(~r) is less stabilizing

than the potential V̂ KS
XC(~r) from an exact functional for both medium values of r in

the valence region and large values of r in the density tail where Ṽ KS
XC(~r) is decaying

exponentially with r whereas V̂ KS
XC(~r) decays as ∼ −1/r [1, 61, 62, 63]. Here r is the

distance to the molecular centre of mass. The deficiencies can been overcome [1, 61,

62, 63, 86, 87, 239] in the case of Rydberg transitions by modifying Ṽ KS
XC(~r) in such

a way that it becomes more stabilizing and decays properly as ∼ −1/r. Thus, several

functionals are available that with TD-DFT can calculate Rydberg transitions to within

± 0.3 eV of experiment.

We display in Table 5.1 calculations of the excitation energies for four singlet Ryd-

berg states of N2 based on ATD-DFT/TDA and five different functionals employing an

extended basis with diffuse STOs [1].

The calculated Rydberg excitation energies for LDA, BP86 and B3LYP are too low

compared to experiment with deviations of more that 1 eV. As such the results displayed

in Table 5.1 are representative of several published [1, 61, 62, 63] studies on Rydberg

transitions based on TD-DFT and LDA, GGA or hybrid functionals. The origin of the
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Table 5.1: Rydberg Singlet Excitation Energiesa for N2 Calculated with ATD-
DFT/TDA Using an extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

N2
1Σ+

g σg → 3sσg 10.21 9.87 11.03 11.51 12.36 12.20
1Πu σg → 3pσu 10.60 10.16 11.43 11.92 12.73 12.90
1Σ+

u σg → 3pσu 10.52 10.38 11.51 12.01 13.32 12.98
1Πu πu → 3sσg 11.67 11.20 11.87 12.49 13.02 13.24

MAE 1.66 1.94 1.10 0.68 0.18
RMSD 2.11 2.44 1.38 0.86 0.23

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [240].

deviation is obviously the failure of Ṽ KS
XC(~r) to be sufficiently stabilizing compared to

V̂ KS
XC(~r) in both the valence region where φv is dominant and the density tail where the

Rydberg orbital φr has its density maximum.

We can asses the relative error of Ṽ KS
XC(~r) from the two regions by observing in the

first place that the Rydberg transition can be considered as an ionization out of φv in

A = N2 with the ionization potential IP(A, φv) followed by the electron capture of φr

by A+ = N2 with only a single electron in φv. With the electron affinity of A+ = N+
2

given by EA(A+, φv, φr, S), we can write the singlet Rydberg excitation energy for the

φv → φr transition as [234]

∆ES(φv → φr) = IP(A, φv) + EA(A+, φv, φr,S) (5.5)

whereas the corresponding triplet energy is given by

∆ES(φv → φr) = IP(A, φv) + EA(A+, φv, φr,T). (5.6)

In ATD-DFT/TDA one has that IP(A, φv) = −εv(ρ0) [234] whereas EA(A+, φv, φr,

S) = εv(ρ0) + Krvrv + Krvr̄v̄ and EA(A+, φv, φr, T) = εv(ρ0) + Krvrv - Krvr̄v̄ [52, 234].

In fact, a substitution of the expressions for IP(A, φv), EA(A+, φv, φr, S) and EA(A+,

φv, φr, T) in terms of orbital energies and K integrals affords for ∆ET(φv → φr) the

energy expression for ∆EATD-DFT/TDA
T = ∆ECV(2)

T of eq (5.1) whereas ∆ES(φv → φr)

results in ∆EATD-DFT/TDA
S = ∆ECV(2)

S eq (5.2).
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Table 5.2: IPa of N2 and EAa,b of N+
2 Calculated for ATD-DFT/TDA Using an extended

basis setc and five different functionals.

Energy Term LDA BP86 B3LYP LCBP86*d LCBP86e Expt.

IP(N2, σg) 10.38 10.36 11.86 14.20 15.86 15.58f,g

IP(N2, πu) 11.91 11.74 12.84 15.39 16.74 17.07g

EA(N+
2 , σg, 3sσg, S) -0.17 -0.49 -0.83 -2.69 -3.50 -3.38b

EA(N+
2 , σg, 3pπu, S) 0.22 -0.20 -0.43 -2.28 -3.13 -2.68b

EA(N+
2 , σg, 3pσu, S) 0.14 0.02 -0.35 -2.19 -2.54 -2.60b

EA(N+
2 , πu, 3sσg, S) -0.24 -0.54 -0.97 -2.90 -3.72 -3.83b

aEnergies in eV. bEvaluated as EA(A+, φv, φr, S) = ∆ES(φv → φr) − IP(A, φv). cRef.
[1]. dRefers to LC functional combined with BP86 and ω = 0.40. eRepresents LC
functional combined with BP86 and ω = 0.75. fRef. [241]. gRef. [240].

In N2, the ionizations are out of εv = σg, πu and experimental values are available

for IP(A, σg) [241] and IP(A, πu) [242], see Table 5.2. The experimental estimates for

EA(A+, φv, φr, T) and EA(A+, φv, φr, S) can be obtained from the observed triplet

∆ET(φv → φr) and singlet ∆ES(φv → φr) Rydberg excitation energies by the help

of eqs (5.1) and (5.2). They are given in Table 5.2, where they are compared to the

affinities EA(A+, φv, φr, S) obtained from ATD-DFT/TDA calculations for 5 different

functionals. We note that LDA, BP86 and B3LYP as expected underestimate both IP(A,

σg) and −EA(A+, φv, φr, S) due to the weak Ṽ KS
XC(~r) potential. However in absolute

terms IP(A, φv) for the valence orbital φv carries a larger error of up to 5 eV compared

to −EA(A+, φv, φr, S) for the Rydberg orbital φr where the error is up to 3 eV. As a

consequence ∆ES(φv → φr) = IP(A, φv) − (−EA(A+, φv, φr, S)) is underestimated.

The imbalanced description of IP(A, φv) and −EA(A+, φv, φr, S) for LDA, BP86 and

B3LYP due to Ṽ KS
XC(~r) is generally observed in TD-DFT studies on Rydberg Transitions

and extends also to many other GGA and hybrid functionals.

The difference in the accuracy of Ṽ KS
XC(~r) for the Rydberg and valence regions has

previously been discussed extensively for N2 by Gruening et al. [243].

We include in Table 5.1 as well results from LCBP86 and LCBP86* calculations on

the same N2 Rydberg transitions discussed above. In LCBP86 and LCBP86* we com-

bine BP86 at short inter electronic distances (r12) with HF at large values of r12. Thus,

73



these functionals have a Ṽ KS
XC(~r potential with the right ∼ −1/r decay. We see that the

LC functionals indeed afford better estimates of the Rydberg transition energies with

deviations that are similar to the accuracy obtained by the improved functionals men-

tioned above [1, 61, 62, 63, 86, 87, 239]. It is further clear from Table 2 that LCBP86

within ATD-DFT/TDA affords accurate estimates of both IP(A, σg) and −EA(A+, φv,

φr, S). Thus, the good agreement with experiment in the calculated Rydberg excita-

tion energies for LCBP86 is not due to a cancellation of errors. Also included in Table

5.1 is results from LCBP86* with ω = 0.40. In this case we note a larger deviation in

∆ES(φv → φr), IP(A, σg) and −EA(A+, φv, φr, S) based on ATD-DFT/TDA. Never-

theless, the performance of LCBP86* is still better than for LDA, BP86 and B3LYP in

the case of ATD-DFT/TDA. We have seen that Rydberg transitions are underestimated

by TD-DFT due to an imbalance in the error of Ṽ KS
XC(~r). Thus Ṽ KS

XC(~r) lacks more sta-

bilization in the valence realm than in the Rydberg region. Such an imbalance is in

general a possibility for transitions ψi → ψa where the overlap Sia between the two

densities ψiψi and ψaψa is small. On the other hand, for ψi → ψa transitions where

the overlap Sia is large one can expect the error in Ṽ KS
XC(~r) experienced by ψi and ψa to

be comparable resulting in a cancellation of errors. Thus in this case TD-DFT might

lead to acceptable excitation energies even for LDA, GGAs and hybrids. It has been

pointed out by Verma and Bartlett [77, 243, 244] that good functionals not only should

afford reliable excitation energies with TD-DFT but also accurate ionization potentials

and affinities. We shall return to this point shortly.

5.3.2 ∆SCF Calculations on Rydberg Excitations

For Rydberg transitions that can be represented by a single orbital replacement (ψi →

ψa) both ∆SCF and RSCF-CV(∞)-DFT affords for the triplet energy (∆ECV(∞)
T ) the

expression of eq (2.38) whereas the singlet excitation energy (∆ECV(∞)
S ) is given by eq

(2.39) [234]. In the case of HF, ∆E
CV(∞)
S = ∆E

CV(2)
S and ∆E

CV(∞)
T = ∆E

CV(2)
T with

∆ES
Rel(R) = ∆ET

Rel(R) = 0. This follows from the fact that Krrrr = Kvvvv = 0 and Krvrv

+ Krvr̄v̄ =−2Krrvv + Krrv̄v̄ whereas−Krrv̄v̄ = Krvrv + Krvr̄v̄. Where all these relations
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can be derived from the general HF condition [234]

Kpqrs = −Kprqs. (5.7)

However, for any other known functional, {∆ECV(∞)
S −∆ES

Rel(R)} 6= ∆ECV(2)
S and

{∆ECV(∞)
T − ∆ET

Rel(R)} 6= ∆ECV(2)
T eq (5.7) is no longer satisfied.

Figure 5.1: Energy terms contributing to the unrelaxed singlet excitation energy ∆ẼS

for the Rydberg transition ψv → ψr, see eq (5.12), for 5 different functional and the
TZ2P basis set. ĨP(N2, ψv) is the unrelaxed ionization potential, eq (5.8). ẼA(N2, ψr)
is the unrelaxed electron affinity of N2 with-respect-to electron capture by the Rydberg
orbital ψr, eq (5.11). ẼA(N+

2 , ψv, ψr, S) is the unrelaxed electron affinity with-respect-
to electron capture by the Rydberg orbital ψr of N+

2 with a single electron in ψv when
the product is a singlet, eq (5.9). (Throughout, ψv = σg and ψr = 3sσg)

We plot in Figure 5.1 for TZ2P the numerical values ofKrrrr, Kvvvv, Krrvv,−Krrv̄v̄

and Krvrv as well as εr and εv in the case of N2 for 5 different functionals (LDA, BP86,

LCBP86, LCBP86*, B3LYP) with ψv = σg and ψr = 3sσg.

In Figure 5.1, LDA and BP86 both have large “self-interaction errors” (Krrrr 6=

Kvvvv 6= 0) of 5 eV (Krrrr) and 10 eV (Kvvvv), respectively. The error is reduced as

we introduce an increasing portion of HF exchange and reaches eventually 1 eV or less

for LCBP86. The relation Krrvv + Krvrv = 0 is disobeyed by as much as 7 eV for LDA

and BP86. The deviation is reduced to 1 eV for LCBP86. Without orbital relaxation,

we have for ∆SCF and RSCF-CV(∞)-DFT that the ionization energy from ψv = σg is
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Figure 5.2: Energy terms contributing to the unrelaxed singlet excitation energy ∆ẼS

for the Rydberg transition ψv → ψr, see eq (5.12), for 5 different functional and the ex-
tended basis set [1]. ĨP(N2, ψv) is the unrelaxed ionization potential, eq (5.8). ẼA(N2,
ψr) is the unrelaxed electron affinity of N2 with-respect-to electron capture by the Ry-
dberg orbital ψr, eq (5.11). ẼA(N+

2 , ψv, ψr, S) is the unrelaxed electron affinity with-
respect-to electron capture by the Rydberg orbital ψr of N+

2 with a single electron in ψv
when the product is a singlet, eq (5.9). (Throughout, ψv = σg and ψr = 3sσg)

given by [234]

ĨP = ĨP(N2, ψv) = −εv +
1

2
Kvvvv (5.8)

where the superscript “∼” is used to distinguish the expression in eq (5.8) from the

ATD-DFT/TDA expression IP(N2, ψv) = −εv [234]. It follows from the plot of ĨP(N2,

ψv) = ĨP(N2, σg) in Figure 5.1 that it is much less sensitive to the choice of functionals

than the individual components −εv and 1/2Kvvvv, especially for LDA, BP86, B3LYP

and LCBP86*. Thus in eq (5.8) an increase in−εv is balanced by a decrease in 1/2Kvvvv

when going towards functionals with increasing HF content. In ATD-DFT/TDA where

IP(N2, ψv) = −εv, such a compensation from the “self-interaction” term 1/2Kvvvv is

absent. In absolute terms ĨP(N2, ψv) calculated according to eq (5.8) with ψv = σg is

below the experimental ionization potentials [240, 241] of Table 5.2 due to the lack of

orbital relaxation. We shall introduce relaxation shortly. Without relaxation we have

for ∆SCF and RSCF-CV(∞)-DFT (∆DFT and SCF-CV(∞)-DFT) that the electron
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affinity corresponding to the electron capture by ψr N+
2 with the singly occupied ψv

orbital is given as

ẼA(N+
2 ) = ẼA(N+

2 , ψv, ψr,S) = εr +
1

2
Krrrr − 2Krrvv +Krrv̄v̄ (5.9)

if the resulting N2 state is a singlet. The corresponding triplet expression is

ẼA(N+
2 ) = ẼA(N+

2 , ψv, ψr,T) = εr +
1

2
Krrrr −Krrv̄v̄. (5.10)

We note again from Figure 5.1 that ẼA(N+
2 , ψv, ψr, S) for a given set (ψv, ψr) only

are moderately functional dependent although εr and the K integrals varies considerably

with the amount of HF exchange. This is especially the case for LDA, BP86, B3LYP

and LCBP86*. The same is the case for ẼA(N+
2 , ψv, ψr, T), although it is not plotted

in Figure 5.1. The actual affinities calculated with the TZ2P basis are positive and 2 eV

above the negative experimental values in Table 5.2. The underlying reason for that is

not only a lack of relaxation but also an inability of the TZ2P basis to describe properly

ψr. Also shown in Figure 5.1 is the electron affinity of the neutral N2 molecule without

relaxation

ẼA(N2) = ẼA(N2, ψr) = εr +
1

2
Krrrr (5.11)

corresponding to the capture of an single electron by ψr = 3sσg with orbital relaxation

neglected. Again ẼA(N2) is much less sensitive to the choice of functional than the

defining contributions Krrrr and εr. In absolute terms ẼA(N2) is likely of the wrong

sign and numerically much too large. The reason is again the poor description of ψr.

We present finally in Figure 5.1 the Rydberg singlet transition energy

∆ẼS = ẼA(N+
2 , ψv, ψr,S) + ĨP(N2, ψv). (5.12)

Due to the errors in ĨP(N2, ψv) and ẼA(N+
2 , ψv, ψr,S) discussed above, Rydberg

transitions based on TZ2P are severely overestimated compared to experiment. Turning

next to the results in Figure 5.2 based on the extended basis [1], we note that the largest

change compared to the TZ2P results is the stabilization of εr and the reduction in
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Table 5.3: Rydberg Singlet Excitation Energiesa for N2 Calculated with ∆SCF Using
an extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

N2
1Σ+

g σg → 3sσg 12.00 11.88 12.25 12.42 12.93 12.20
1Πu σg → 3pσu 12.71 12.48 12.87 13.15 13.61 12.90
1Σ+

u σg → 3pσu 12.79 12.55 12.95 13.25 13.72 12.98
1Πu πu → 3sσg 13.69 13.30 13.16 13.49 13.51 13.24

3Σ+
g σg → 3sσg 11.80 11.68 12.01 12.18 12.66 12.00

MAE 0.25 0.25 0.04 0.23 0.62
RMSD 0.27 0.34 0.05 0.24 0.65

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [240].

Krrrr. We have in addition to a lesser extent a drop in Krrvv and Krrv̄v̄. These changes

are brought about by the ability of the extended basis to describe the diffuse nature of

ψr = 3sσg. As a result the calculated affinities ẼA(N+
2 , σg, 3sσg,S) are now negative,

although still above the experimental values due to the lack of orbital relaxation. Also,

the affinities ẼA(N+
2 , σg, 3sσg,S) are only moderately functional dependent. Further, εv

and Kvvvv are only marginally influenced by the basis set change since the valence or-

bital ψv = σg already is well described by TZ2P. For this reason the calculated ĨP(N2, σg)

values in the two figures are quite similar.

Finally the calculated Rydberg excitation energies in Figure 5.2 are in much better

agreement with experiment compared to Figure 5.1 due to the proper description of ψr

= 3sσg. However, they are still too high as a result of the lack of relaxation.

In Table 5.3 are given the calculated Rydberg transition energies with the extended

basis and the relaxation included based on ∆SCF. The improvement over ATD-DFT/TDA

for LDA, BP86, B3LYP and LCBP86* with ω = 0.4 is remarkable. Thus, the RMSD is

reduced from 2.11 eV (LDA), 2.44 eV (BP86),1.38 eV (B3LYP) and 0.86 eV (LCBP86*)

for ATD-DFT/TDA in Table 5.1 to 0.27 eV (LDA), 0.34 eV (BP86), 0.05 eV (B3LYP)

and 0.24 (LCBP86*) for ∆SCF in Table 5.3. The only exception is LCBP86 with ω

= 0.75 where ATD-DFT/TDA affords 0.23 eV compared to 0.69 eV for ∆SCF. The
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Table 5.4: IPa of N2 and EAa of N+
2 Calculated with ∆SCF Using an extended basis

setb and five different functionals.

Energy Term LDA BP86 B3LYP LCBP86*c LCBP86d Expt.

IP(N2, σg) 15.63 15.50 15.74 15.96 16.38 15.58e,f

IP(N2, πu) 17.46 17.07 16.87 17.22 17.18 17.07f

EA(N+
2 , σg, 3sσg, S) -3.64 -3.61 -3.49 -3.55 -3.44 -3.38g

EA(N+
2 , σg, 3pπu, S) -2.92 -3.01 -2.87 -2.81 -2.77 -2.68g

EA(N+
2 , σg, 3pσu, S) -2.84 -2.95 -2.79 -2.71 -2.66 -2.60g

EA(N+
2 , πu, 3sσg, S) -3.77 -3.77 -3.71 -3.73 -3.67 -3.83g

EA(N+
2 , σg, 3sσg, T) -3.82 -3.81 -3.73 -3.79 -3.72 -3.58h

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [241].
fRef. [240]. gEvaluated as EA(A+, φv, φr, S) = ∆ES(φv → φr) − IP(A, φv).
hEvaluated as EA(A+, φv, φr, T) = ∆ET(φv → φr) − IP(A, φv).

LCBP86 with ω = 0.75 for ATD-DFT/TDA affords a better description of the N2 Ry-

dberg transitions than ∆SCF must be considered fortuitous since ATD-DFT/TDA for

a transition that can be represented by a single orbital replacement (ψv → ψr) is an

approximation to ∆SCF. We compare in Table 5.4 the ionization potentials (N2) and

electron affinities (N+
2 ) calculated by ∆SCF to experiment. The agreement is in general

excellent with RMSDs between 0.1 eV and 0.3 eV.

The only exception is LCBP86 with ω = 0.75 for which ĨP(N2, σg) is overestimated

by 0.8 eV. This deviation reflects itself in Rydberg excitations from σg that are too high

by a similar amount. By contrast, we note that ionization potentials and electron affini-

ties calculated by ATD-DFT/TDA in Table 5.2 carry errors of up to 5 eV. Fortunately

these errors are somewhat smaller (1–2 eV) for the calculated Rydberg transition ener-

gies than for the ionization potentials and affinities from which they are calculated due

to a cancelation of errors, see Table 5.2.

Verma and Bartlett [77, 243, 244] have stressed the importance of having functionals

that within ATD-DFT afford not only accurate excitation energies but also ionization

potentials and affinities.

The ∆SCF calculations on Rydberg transition energies for CO (Table 5.5), CH2O

(Table 5.6), C2H2 (Table 5.7), H2O (Table 5.8), C2H4 (Table 5.9), Be (Table 5.10), Mg
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Table 5.5: Rydberg Excitation Energiesa for CO Calculated with ∆SCF Using an ex-
tended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

CO 1Σ+ σ → 3sσ 10.64 10.52 10.76 10.88 11.17 10.78
1Σ+ σ → 3pσ 11.24 10.94 11.37 11.36 11.38 11.40
1Π σ → 3pπ 11.29 11.03 11.33 11.53 11.79 11.53

1Σ+ σ → 3dσ 12.28 12.01 12.34 12.68 12.90 12.40

3Σ+ σ → 3sσ 10.28 10.15 10.39 10.44 10.68 10.40
3Σ+ σ → 3pσ 11.06 10.86 11.34 11.32 10.67 11.30
3Π σ → 3pπ 11.18 10.97 11.28 11.42 11.67 11.55

MAE 0.20 0.41 0.09 0.09 0.31
RMSD 0.22 0.43 0.13 0.12 0.37

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [245].

Table 5.6: Rydberg Excitation Energiesa for CH2O Calculated with ∆SCF Using an
extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

CH2O 1B2 n→ 3sa1 7.01 6.91 6.96 7.13 7.29 7.09
1A2 n→ 3pb2 7.86 7.70 7.81 8.10 8.26 7.97
1B2 n→ 3pa1 7.74 8.47 8.19 8.24 8.43 8.12
1A2 n→ 3pb1 8.20 8.00 8.12 8.35 8.50 8.38
1A2 n→ 3pb1 9.17 8.93 9.21 9.65 9.81 9.22

3B2 n→ 3sa1 6.83 6.73 6.84 6.97 7.18 6.83
3A1 n→ 3pb2 7.73 7.58 7.72 7.98 8.18 7.79
3B2 n→ 3pa1 7.57 8.32 7.99 8.20 8.23 7.96

MAE 0.16 0.27 0.09 0.17 0.32
RMSD 0.21 0.28 0.12 0.20 0.34

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [246].
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Table 5.7: Rydberg Excitation Energiesa for C2H2 Calculated with ∆SCF Using an
extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

C2H2
1Πu πu → 3sσg 8.38 8.10 7.98 8.24 8.21 8.16
1Πg πu → 3sσu 8.49 8.15 8.16 8.90 8.75 9.00
1Σ+

g πu → 3pπu 9.18 8.80 8.79 9.14 9.15 9.21
1Πu πu → 3dσg 9.25 9.12 9.70 9.68 9.64 9.24f

3Πu πu → 3sσg 8.27 8.00 7.92 8.14 8.13 8.07
3Πg πu → 3sσu 8.28 7.89 7.97 8.79 9.04 8.90
3Σ+

g πu → 3pπu 9.03 8.67 8.65 8.95 8.93 8.98
3Πu πu → 3dσg 9.05 9.23 9.14 9.70 9.62 9.17

MAE 0.22 0.36 0.42 0.18 0.18
RMSD 0.31 0.50 0.52 0.25 0.24

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [247].
fRef. [248].

Table 5.8: Rydberg Excitation Energiesa for H2O Calculated with ∆SCF Using an
extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

H2O 1B1 b1 → 3sa1 7.78 7.44 7.38 7.58 7.65 7.40
1A2 b1 → 3pb2 9.36 8.88 8.93 9.30 9.42 9.10
1A1 a1 → 3pa1 9.92 9.74 9.71 9.88 10.02 9.70
1B1 b1 → 3pa1 10.28 9.84 9.83 10.39 10.13 10.01
1A1 b1 → 3pb1 10.27 9.86 9.91 10.21 10.29 10.16

3B1 b1 → 3sa1 7.42 7.09 7.06 7.23 7.31 7.00
3A2 b1 → 3pb2 9.13 8.73 8.79 9.12 9.25 8.90
3A1 a1 → 3pa1 9.54 9.28 9.27 9.39 9.45 9.30
3A1 b1 → 3pb1 10.04 9.62 9.63 9.92 9.95 9.81
3B1 b1 → 3pa1 10.21 9.80 9.79 10.25 9.95 9.98

MAE 0.26 0.14 0.12 0.24 0.22
RMSD 0.27 0.17 0.14 0.21 0.24

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [249].
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Table 5.9: Rydberg Excitation Energiesa for C2H4 Calculated with ∆SCF Using an
extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

C2H4
1B3u π → 3s(ag) 7.39 7.11 6.99 7.30 7.27 7.11
1B1g π → 3sσ(b2u) 7.91 7.55 7.51 8.26 8.24 7.80
1B2g π → 3pσ(b1u) 8.01 7.68 7.63 8.29 8.26 7.90
1Ag π → 3pπ(b3u) 8.43 8.05 8.01 8.38 8.35 8.28

1B3u π → 3dσ(ag) 8.76 8.36 8.33 8.29 8.49 8.62
1B3u π → 3dδ(ag) 8.96 8.97 – 8.83 9.08 8.90
1B2u π → 3dδ(b1g) 9.13 8.80 8.70 9.22 9.18 9.05
1B1u π → 3dπ(b2g) 9.23 9.21 8.91 9.26 9.79 9.33

3B3u π → 3s(ag) 7.25 6.99 6.92 7.18 7.18 6.98
3B1g π → 3sσ(b2u) 7.82 7.51 7.48 8.22 8.21 7.79
3B2g π → 3pσ(b1u) 7.90 7.56 7.53 8.24 8.23 7.79
3Ag π → 3pπ(b3u) 8.29 7.93 7.89 8.19 8.13 8.15

3B3u π → 3dσ(ag) 8.70 8.34 8.31 8.71 8.44 8.57

MAE 0.13 0.18 0.26 0.23 0.23
RMSD 0.15 0.20 0.28 0.28 0.29

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eRef. [250].
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Table 5.10: Rydberg Excitation Energiesa for Be Calculated with ∆SCF Using an
extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

Be 1S 2s→ 3s 6.39 6.11 6.26 6.40 6.79 6.78
1P 2s→ 3p 6.89 6.66 6.79 7.06 7.10 7.46
1D 2s→ 3d 7.73 7.40 7.50 7.90 7.96 7.99

3S 2s→ 3s 6.07 6.09 6.19 6.16 6.34 6.46
3P 2s→ 3p 6.63 6.60 6.74 6.88 6.97 7.30
3D 2s→ 3d 7.45 7.40 7.61 7.81 7.95 7.69

MAE 0.42 0.57 0.43 0.29 0.19
RMSD 0.45 0.60 0.47 0.31 0.23

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eKramida, A.;
Ralchenko, Y.; NIST ASD Team 2013. NIST Atomic Spectra Database (ver. 5.1)
[Online]. Available: http://physics.nist.gov/asd [2014, June 19]. National Institute of
Standards and Technology, Gaithersburg, MD.

(Table F.1) and Zn (Table C.2). Each table contains results from calculations on both

singlet and triplet states using the extended [1] basis set and 5 different functionals.

Also given in the tables for each species is the performance of the 5 functionals in

terms of mean absolute error (MAE) and root mean square deviation (RMSD). Table

5.11 summarizes the ∆SCF performance statistics for the various functionals in terms

of RMSDs. The summary is based on 71 triplet or singlet Rydberg transitions involving

9 different species.

The best performance comes from the length corrected functional LCBP86* (ω =

0.4) with an average RMSD of 0.23 eV. It has an overall good consistency with the

largest deviation coming from the two atoms Be (0.31) and Zn (0.34). Of similar accu-

racy are LDA and B3LYP both with a RMSD of 0.24 eV. We note that LDA would have

fared as well as LCBP86* without the outlier Be (RMSD = 0.45 eV). The largest RMSD

of 0.32 eV comes from BP86 and B3LYP. For LCBP86 the problem is with N2 whereas

BP86 has several outliers. It follows from Table 5 that ∆SCF performs notably bet-

ter than ATD-DFT/TDA for standard functional where the latter method typically has
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Table 5.11: Summary of RMSDs of Rydberg Excitation Energiesa Calculated with
∆SCF Using an extended basis setb and five different functionals.

Species No. of States LDA BP86 B3LYP LCBP86*c LCBP86d

N2 5 0.27 0.34 0.05 0.23 0.62
CO 7 0.22 0.43 0.13 0.12 0.37
CH2O 8 0.21 0.28 0.12 0.20 0.34
C2H2 8 0.31 0.50 0.52 0.25 0.24
H2O 10 0.27 0.17 0.14 0.21 0.24
C2H4 13 0.15 0.20 0.28e 0.28 0.29
Be 6 0.45 0.60 0.47 0.31 0.23
Mg 6 0.18 0.35 0.19 0.13 0.12
Zn 8 0.18 0.25 0.27 0.34 0.46

RMSD 0.24 0.32 0.24 0.23 0.32

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω = 0.40.
dRepresents LC functional combined with BP86 and ω = 0.75. eComprising 12 states.

errors exceeding 1 eV. On the other hand, specialized functionals are available that in

conjunction with ATD-DFT affords Rydberg transitions with a RMSD that is less than

0.2 eV [1, 61, 62, 63].

5.4 Concluding Remarks

We have demonstrated that time independent density functional theory (∆SCF and

RSCF-CV-DFT) is able to describe Rydberg transitions surprisingly well for functionals

such as LDA as well as the regular GGA scheme BP86 and the standard hybrid B3LYP.

Our benchmarking included 71 triplet or singlet Rydberg transitions distributed over

the 9 different species: N2, CO (7), CH2O (8), C2H2 (8), H2O (10), C2H4 (13), Be (6),

Mg (6) and Zn (8). LDA and B3LYP both had a RMSD of 0.24 eV whereas the RMSD

for BP86 was 0.32 eV. This is far better than the RMSD for the same functionals using

ATD-DFT where the errors can reach as much as 2 eV. The good performance of ∆SCF

must be attributed to its well documented ability [50, 234] to afford reliable estimates

of ionization potentials (IP) and electron affinities (EA) for standard GGA and hybrid

functionals when orbital relaxation is taken into account. This is fully demonstrated for
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N2 in Table 5.4. Thus in the determination of singlet excitation energies as ∆ES(ψv,

ψr) = IP(N2, ψv) − (−EA(N+
2 , ψv, ψr, S)) we find the same accuracy for ∆ES(ψv, ψr),

IP(N2, ψv) and −EA(N+
2 , ψv, ψr, S). This is in contrast to ATD-DFT where IP(N2, ψv)

and −EA(N+
2 , ψv, ψr, S) carries errors of 5 eV and 3 eV, respectively, due to a different

performance of Ṽ KS
XC(~r) in the valence and Rydberg region. As a result ∆ES(ψv, ψr) is

determined with an accuracy of 2 eV due to error cancelations. For the length separated

functionals LCBP86* (ω = 0.4) and LCBP86 (ω = 0.75) we find RMSDs of 0.24 eV

and 0.32 eV respectively. This is not far from the accuracy obtained by ATD-DFT with

fully optimized LC-functionals [86]. The computational effort involved for each ∆SCF

(RSCF-CV-DFT) calculation on one excitation is similar to that of a ground-state SCF

calculation.
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Chapter 6

Application of Time-Dependent and Time-Independent

Density Functional Theory to Electronic Transitions in

Tetrahedral d0 Metal Oxides

6.1 Introduction

Some of the first applications of DFT to chemical problems involved the studies of the

electronic spectrum of permanganate and related tetraoxo complexes. It was demon-

strated that the Xα method [13] and kindred schemes [14, 15, 251] based on the local

density approximation (LDA) could reproduce the electronic spectrum of MnO−4 and

other tetraoxo complexes with a remarkable accuracy in contrast to ab initio HF, and

single and double configuration interaction (SDCI) calculations [12, 16, 252, 253]. The

early DFT type calculations all employed a variational approach termed [13] ∆SCF

in which an excitation was represented by the promotion from the (i)2 ground-state

configuration to the excited-state configuration ai and the associated excitation energy

calculated as the difference between self-consistent Kohn-Sham energies of (i)2 and ai.

The ∆SCF scheme has been applied extensively to various systems [44, 45, 46] includ-

ing the tetraoxo series [14, 15] with considerable success. It can be justified [254] for

the first excited-state with a space and spin symmetry different from that of the ground-

state. However, employing it to all excited states using the ground-state functional has

been considered ad hoc and unfounded in fundamental DFT theory [255]. In addition,

not all transitions can be described by one Slater determinant representing a single or-

bital displacement i→ a as it is assumed in ∆SCF. When the multi-determinantal nature

of an excited-state is determined by symmetry, use can be made of schemes based on
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the Slater sum rules [14, 15] or average of configuration considerations [18]. However,

the multi-determinantal nature of a state resulting from near (accidental) degeneracies

of two or more electronic configurations is not well represented by ∆SCF.

In Kohn-Sham DFT, the natural path to excited states would seem to be the ground-

state response approach given the status of KS-DFT as a ground-state theory. Runge

and Gross [53] have given the full time-dependent extension of the ground-state Kohn-

Sham theory. Later, the time dependent density functional ground-state response theory

(TD-DFT) [52] has been formulated that in principle should be able to describe excited-

state properties without approximations. The exact TD-DFT requires the knowledge of

the “true” ground-state functional as well as the frequency dependence of the energy

response kernel related to this functional. In practice one has to resort to approximate

ground-state functionals and neglect the frequency dependence of the kernel in what

has now become known as the adiabatic TD-DFT approach [52, 57, 58, 59, 60, 225].

Over the past 20 years the ATD-DFT approach has become the workhorse in DFT based

studies of excited states and its strengths and weaknesses are well documented [1, 66,

76, 83, 86, 87, 88, 89, 91, 256, 257, 258, 259, 260, 261, 262]. On the other hand progress

beyond the adiabatic approximation has been slow although work in this direction is

ongoing [65, 74, 75]. ATD-DFT has the distinct advantage over ∆SCF that it can deal

with states that are multi determinantal. However, for the tetraoxo complexes of 3d

metals the simulated spectra are not in as good agreement [263, 264] with experiment as

∆SCF [14, 15, 18] and the same can be said for many other transition metal complexes

[265].

We have in previous studies been able to treat both Rydberg [79] and charge transfer

transitions [50, 93] as well as other “difficult” cases such as π→ π∗ excitations in cyclic

acenes [233] and cyanines [234] successfully even with local functionals provided that

terms to all orders in Uai were taken into account in our CV-DFT approach. However,

this requires that Uai is fully optimized [51] and that the basis of occupied {ψi; i =

1,occ} and virtual {ψa; a = 1,vir} ground-state orbital are allowed to relax (RSCF-

CV(∞)-DFT) [49, 50]. It is our objective here to investigate how well RSCF-CV(∞)-
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DFT is able to deal with the excitation energies for the series of tetraoxo complexes

discussed here. We shall in our assessment compare to excitation energies from high

level ab initio wave function methods [17, 266, 267, 268, 269, 270, 271] as well as

experiment.

6.2 Theoretical Details

6.2.1 Computational Method

In CV(2)-DFT or ATD-DFT/TDA the triplet excitation energy for a transition involving

a single orbital replacement (i→ a) [234] can be seen from eq (5.1) whereas the singlet

excitation energy is found in eq (5.2). The triplet-singlet separation energy in ATD-

DFT/TDA can be expressed as [234]

∆ECV(2)
ST = ∆ECV(2)

S −∆ECV(2)
T =2Kaiā̄i

=2KC
aiai + 2KXC

aiā̄i

≈2KC
aiai. (6.1)

Here, ≈ indicates that 2KXC
aiā̄i either is zero for HF or small for KS. Thus, ∆ECV(2)

ST of

eq (6.1) is determined by the Coulomb (but exchange type) integral 2KC
aiai that has the

same form for HF and KS, and thus only depends indirectly on the functional through

the shape of the orbitals as pointed out by Casida [52] and others [234, 262].

In RSCF-CV(∞)-DFT [49, 50] the triplet transition energy is defined in eq (2.38)

and the corresponding singlet energy is given in eq (2.39). The singlet-triplet gap is

given by [234]

∆E
CV(∞)
ST =∆E

CV(∞)
S −∆E

CV(∞)
T

=− 2Kaaii + 2Kaāīi + ∆ES
Rel(R)−∆ET

Rel(R)

≈− 2KXC
aaii (6.2)

where ≈ represents the neglect of the terms ∆ES
Rel(R) − ∆ET

Rel(R) and 2KXC
aāīi. For
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functionals with a fraction, α (0.0 ≤ α ≤ 1.0), of HF-exchange we get

∆Ẽ
CV(∞)
ST =− 2K

XC(Hybrid)
aaii

=− 2(1− α)KXC
aaii − 2αK

XC(HF)
aaii

=− 2(1− α)KXC
aaii + 2αKC

aiai. (6.3)

Thus, since from observations

0.0 < −KXC(KS)
aaii < KC

aiai. (6.4)

We find in general ∆Ẽ
CV(∞)
ST < ∆Ẽ

CV(2)
ST for pure DFT. However, as the fraction α

of HF-exchange increases the difference decreases until pure HF with α = 1 where

∆Ẽ
CV(∞)
ST = ∆ẼCV(2)

ST . Thus, the expression for ∆Ẽ
CV(∞)
ST is strongly functional depen-

dent in contrast to ∆Ẽ
CV(2)
ST [234, 262].

6.2.2 Computational Details

We have carried out all DFT calculations by employing a developers version of the ADF

2012 program [181]. Our calculations employed a standard triple-ζ Slater type orbital

(STO) basis with one (TZP) [235] or two (TZ2P) [235] sets of polarization functions for

all atoms. Use was made of the LDA in the VWN parametrization [36] and the BP86

[37, 38]. We employed further the B3LYP and BHLYP, [152, 39] PBE [272] and PBE0

[273, 274] functionals. We have finally applied the length corrected functionals (LC).

Here, LC combined with BP86 for ω = 0.40 is termed LCBP86* whereas the combina-

tion with ω = 0.75 is called LCBP86. All electrons were treated variationally without

resorting to the frozen core approximation [181]. The parameter for the precision of the

numerical integration was set to a (standard) value of 5.0. A special auxiliary STO basis

was employed to fit the electron density in each cycle for an accurate representation of

the exchange and Coulomb potentials [181] and relativistic effects were incorporated at

the scalar ZORA level [221, 222].
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6.2.3 Molecular Models

Experimental structures idealized to tetrahedral Td symmetry were used throughout

[18].

6.3 Results and Discussion

The study presented in this work include results for the 3d complexes MnO−4 , CrO2−
4

and VO3−
4 , as well as their 4d congeners RuO4, TcO−4 and MoO2−

4 , and 5d homologues

OsO4, ReO−4 and WO2−
4 . Considerations have been given to LDA, the GGAs; BP86 and

PBE as well as the hybrids B3LYP, BHLYP, PBE0 and the length corrected functionals

LCBP86* and LCBP86.

Figure 6.1: Orbital level diagram for d0 tetraoxo complexes.
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Figure 6.2: Frontier molecular orbitals of d0 tetraoxo complexes.
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Table 6.1: Calculated Excitation Energiesa,b for MnO−4 Based on ab initio Wave Function Methods.

HF[17] SDCI[16] SAC-CI[266] EOM[269] RAS-PT2[269] CC2[270] CC3[270] Expt.[2]

1.04 2.60 2.57 2.50 2.33 0.18 -0.34 2.40
2.54 4.10 3.58 3.83 3.53 1.86 1.39 3.60
2.94 4.50 3.72 4.03 4.20 – – 4.10

MAE 1.20 0.39 0.24 0.15 0.08 2.00 2.49
RMSD 1.19 0.37 0.19 0.13 0.08 1.99 2.48

aEnergies in eV. bFirst three dipole allowed transitions to singlet T2 state
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The valence excitations in tetraoxo complexes involve the removal of an electron

from the 1t1, 2t2, 1a, 1e and 1t2 levels represented by pure ligand orbitals (1t1) or

ligand dominated orbitals (2t2, 1a, 1e and 1t2) with a in-phase metal d-based orbitals

component. The electron goes to a d-orbital with out-of-phase ligand contributions

(2e, 3t2), Figures 6.1 and 6.2. The electronic spectrum of the prototypical tetraoxo

system permanganate (MnO−4 ) has been studied extensively by both experimental and

computational techniques.

The first ab initio studies were on the HF level [12, 17, 252] followed by config-

uration interaction with both singles and doubles (CISD) [16, 253], symmetry adapted

cluster-configuration interaction (SAC-CI) [266], equation of motion coupled cluster

(EOM-CCSD) schemes [267, 268, 269, 270], self-consistent restricted active space

(RASSCF or simply RAS) methods with a second-order perturbation theory (PT2)

correction [269] as well as second- (CC2) and third-order (CC3) coupled cluster re-

sponse theory [270]. We compare in Table 6.1 the calculated excitation energies for

the three first dipole allowed transitions to singlet T2 states with experiment. For the

variational methods (HF, CISD, SAC-CI, RAS-PT2) we note a clear convergence to-

wards the experimental values in going from the simplest (HF) to the most extensive

ab initio scheme (RAS-PT2). On the other hand, the two response methods CC2 and

CC3 are seen to fail whereas CR-EOM-CCSD(T) [269] affords results quite similar to

RAS-PT2 [269]. The excellent performance of RAS-PT2 testifies to the fact that static

correlation is important for the description of MnO−4 [251, 271]. The excited states of

permanganate have also been studied by DFT schemes based on either variation or re-

sponse theory. All the variational studies have so far adopted the ∆SCF approach [13].

In the earlier ∆SCF applications use was made of only the exchange part of the LDA

functional (Xα) [14, 15] often in connection with the scattered wave approximation

(SW-Xα) [275].
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Table 6.2: Calculated Excitation Energiesa,b for MnO−4 Based on DFT Methods.

SW-Xα [275] Xα[14, 15] ∆SCF-LDA [18] ATD-SAOP [276],c ATD-B3LYP [269] DFT/MRI [277] Expt.[2]

2.30 2.48 2.71 3.08 2.81 2.74 2.40
3.30 3.96 4.02 4.12 3.88 4.21 3.60
4.70 4.15 4.22 5.01 4.41 4.80 4.10

aEnergies in eV. bFirst three dipole allowed transitions to singlet T2 state. cLong length corrected functional.
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Later on, both exchange and correlation from the LDA functional have been in-

cluded in the ∆SCF calculations [18].

The agreement with experiment [2, 278] is good as shown in Table 6.2. A more

recent approach is the density functional theory based multi-reference configuration

interaction (DFT/MRCI) scheme by Grimme and Waletzke [279]. It is similar to regular

MRCI except that the diagonal terms are based on DFT. The off-diagonal terms are

evaluated as in MRCI but scaled by a function that contains five global parameters

obtained from a fit so as to reproduce a small set of experimental data. The calculated

excitation energies [277] are quite good given that MnO−4 was not in the training set,

Table 6.2. Published response based DFT studies of permanganate are limited to the

ATD-DFT calculations [263, 269, 276, 280, 281, 282]. They include [263, 281, 282]

two investigations in which the full vibronic fine structure is simulated. The excitation

energies afforded by ATD-DFT for MnO−4 , in general, are too high when experimental

structures are used, Table 6.2. We shall return to this point later. For both ∆SCF

and ATD-DFT methods, there are several computational parameters that influence the

calculated excitation energies aside from the use of a specific functional. One is the size

of the basis set used. For the three lowest valence excitations involving transitions from

1t1, 2t2 to 2e, 3t2 we find a TZ2P basis to be adequate, in line with previous observations

[280]. The excitation energies from the corresponding smaller basis TZP differ typically

by 0.05 eV from the TZ2P results and tend to be lower. Another factor is geometry.

Usually optimized structures have somewhat longer M–O distances than experimental

geometries [18, 269, 280]. We shall here make use of experimental structures in order to

keep the number of computational variables at a minimum. Our choice typically leads

to higher excitation energies (0.1 eV – 0.3 eV) than those obtained from optimized

geometries. Many of the tetraoxo systems are anions with spectra observed in solution

or in a host crystal. We find solvation in the form of COSMO [283, 284] to have

a marginal influence on the calculated excitation energies (0.01 eV – 0.02 eV) for the

transitions considered here as already noted by others [269, 282]. This is also confirmed

by a recent ingenious experiment [278] where the permanganate spectrum was recorded
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in vacuum and found to be blue-shifted by only 0.15 eV compared to solution. This is

in contrast to the higher transitions from the ligands to diffuse metal s, p orbitals where

solvation must be included in a proper description [280]. Since these higher transitions

are not considered in this work, the comparisons are made with experimental results in

solution only. For both ATD-DFT and RSCF-CV(∞)-DFT schemes, we have finally

the choice of conducting calculations with or without the TDA [175]. Our calculations

reveal that the use of the TDA has a minor influence on the calculated excitation energies

with estimates that are typically slightly higher (0.05 eV – 0.10 eV) than those from a

full calculation.

Table 6.3 displays root mean square deviations (RMSD) between the first three ex-

perimental dipole allowed transitions and the corresponding values calculated by ATD-

DFT with a TZ2P basis. In total, of nine complexes were considered.
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Table 6.3: RMSDs for Tetraoxo Excitation Energies based on ATD-DFT and a TZ2P basis set.a,b,c,d,e

Complex LDA BP86 PBE B3LYP BHLYP PBE0 LCBP86* LCBP86

MnO−4 0.50 0.51 0.52 0.44 0.39 0.48 0.42 0.34
CrO2−

4 0.23 0.24 0.31 0.39 0.75 0.54 0.50 0.64
VO3−

4 0.10 0.12 0.13 0.44 1.04 0.59 0.47 0.87
RuO4 0.38 0.39 0.39 0.32 0.22 0.34 0.33 0.26
TcO−4 0.13 0.12 0.26 0.22 0.43 0.29 0.27 0.55
MoO2−

4 0.21 0.20 0.20 0.12 0.64 0.23 0.22 0.63
OsO4 0.34 0.37 0.38 0.34 0.32 0.38 0.37 0.39
ReO−4 0.33 0.31 0.30 0.16 0.26 0.14 0.12 0.28
WO2−

4 0.56 0.52 0.51 0.19 0.36 0.09 0.08 0.40

Average 3df 0.28 0.29 0.32 0.42 0.73 0.54 0.46 0.62
Average 4d+5dg 0.32 0.31 0.34 0.24 0.36 0.26 0.25 0.41
Total average 3dh 0.30 0.31 0.33 0.31 0.49 0.37 0.33 0.49

aRoot mean square deviation. bThe reference is the observed vertical excitation energies for the three first dipole allowed transitions. cFor MoO2−
4

and WO2−
4 only, the first two experimental transitions are available. dDeviation are in eV. eNo TDA was applied. fAverage of the three 3d

complexes. gAverage of the six 4d and 5d complexes. hAverage over all complexes.
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Table 6.4: RMSDs for Tetraoxo Excitation Energies based on RSCF-CV(∞)-DFT and a TZ2P basis set.a,b,c,d,e

Complex LDA BP86 PBE B3LYP BHLYP PBE0 LCBP86* LCBP86

MnO−4 0.41 0.32 0.33 0.15 0.62 0.19 0.24 0.37
CrO2−

4 0.40 0.31 0.34 0.09 0.55 0.04 0.22 0.32
VO3−

4 0.25 0.14 0.16 0.07 0.18 0.14 0.27 0.37
RuO4 0.32 0.28 0.28 0.21 0.44 0.22 0.19 0.31
TcO−4 0.10 0.13 0.13 0.25 0.13 0.29 0.27 0.17
MoO2−

4 0.14 0.23 0.23 0.06 0.22 0.18 0.13 0.34
OsO4 0.53 0.51 0.50 0.27 0.39 0.31 0.21 0.26
ReO−4 0.36 0.43 0.43 0.14 0.25 0.16 0.14 0.16
WO2−

4 0.43 0.51 0.51 0.14 0.11 0.07 0.11 0.16

Average 3df 0.35 0.26 0.28 0.10 0.45 0.12 0.24 0.35
Average 4d+5dg 0.31 0.34 0.34 0.19 0.27 0.22 0.19 0.24
Total average 3dh 0.33 0.31 0.32 0.16 0.34 0.18 0.21 0.28

aRoot mean square deviation. bThe reference is the observed vertical excitation energies for the three first dipole allowed transitions. cFor MoO2−
4

and WO2−
4 only, the first two experimental transitions are available. dDeviation are in eV. eNo TDA was applied. fAverage of the three 3d

complexes. gAverage of the six 4d and 5d complexes. hAverage over all complexes.
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In Table 6.4 are given the same data for the RSCF-CV(∞)-DFT method. Table 6.5

provides actual calculated excitation energies based on ATD-DFT and RSCF-CV(∞)-

DFT in comparison with experiment for MnO−4 and TcO−4 . Here the former is a rep-

resentative for the 3d complexes whereas the latter typifies the heavier congeners. For

MnO−4 the ATD-DFT energies are uniformly too high compared to experiment. This is

a general trend for the 3d complexes where the RMSDs calculated from the ATD-DFT

results on average range from 0.3 eV for local functionals to 0.7 eV for BHLYP with

the largest fraction of HF exchange. In the case of RSCF-CV(∞)-DFT, the MnO−4 en-

ergies are somewhat too high (0.2 eV) for the local functionals and too low for BHLYP

(0.3 eV) whereas B3LYP affords the best agreement with experiment. These RSCF-

CV(∞)-DFT trends are typical for all the 3d complexes where the average RMSDs are

0.25 eV – 0.3 eV for GGAs, 0.1 eV for B3LYP and 0.45 eV for BHLYP.

ATD-DFT is seen to fare better among the heavier tetraoxo systems than the 3d ho-

mologous as exemplified by TcO−4 . On average the three functionals B3LYP, PBE0 with

an intermediate fraction of HF exchange and LCBP86* have the lowest RMSD of 0.2

eV whereas the local functionals (LDA, BP86, BPE) and BHLYP with the highest HF

fraction and LCBP86 have a somewhat larger RMSD of 0.3 eV. Interestingly enough,

the heavier tetraoxo systems reveal the same trend among the different functionals for

RSCF-CV(∞)-DFT with a RMSD of 0.2 eV for B3LYP, PBE0 and LCBP86* and 0.3

eV for the remaining functionals. Thus, for the heavier tetraoxo complexes RSCF-

CV(∞)-DFT does not constitute a clear improvement over ATD-DFT, which already is

quite good. However, for the 3d complexes where the calculated ATD-DFT energies

are too high, the RSCF-CV(∞)-DFT scheme seems to fare better at least for B3LYP.
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Table 6.5: Calculated Excitation Energies based on RSCF-CV(∞)-DFT and ATD-DFT, for MnO−4 and TcO−4 .a,b

Method LDA BP86 PBE B3LYP BHLYP PBE0 LCBP86* LCBP86 Expt.

MnO−4
ATD-DFT 2.86 2.87 2.87 2.88 2.98 2.92 2.81 2.82 2.40[2]

3.93 3.93 3.94 3.96 3.93 4.02 3.99 3.96 3.60
4.76 4.77 4.78 4.57 4.23 4.58 4.55 4.29 4.10

RSCF-CV(∞)-DFT 2.67 2.65 2.65 2.45 2.12 2.52 2.68 2.62 2.40
3.96 3.86 3.86 3.63 2.64 3.71 3.85 3.99 3.60
4.66 4.52 4.54 3.85 3.72 3.83 3.93 4.16 4.10

TcO−4
ATD-DFT 4.48 4.48 4.47 4.57 4.74 4.62 4.61 4.82 4.35[285]

5.19 5.20 5.20 5.40 5.71 5.49 5.48 5.87 5.10
6.45 6.47 6.17 6.65 6.76 6.74 6.68 6.89 6.60

RSCF-CV(∞)-DFT 4.51 4.50 4.49 4.60 4.33 4.63 4.57 4.46 4.50
5.01 4.93 4.93 5.37 5.15 5.49 5.43 5.27 5.10
6.61 6.59 6.53 6.38 6.38 6.46 6.36 6.38 6.60

aEnergies in eV. bTZ2P basis without use of the TDA.
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Table 6.6: Comparisons between Multiplet Splittings Calculated by Different Methods for MnO−4 and TcO−4 .a,b

MnO−4 MnO−4
Method ATD-DFT RAS-PT2[270] SAC-CI[270] RSCFc Expt.[2] ATD-DFT RAS-PT2[270] SAC-CI[270] RSCFc Expt.[285]

Singlet
1T1 2.35 1.93 2.18 1.65 4.17 3.84 3.83 3.98
1T2 2.88 2.33 2.57 2.45 2.40 4.57 4.19 4.28 4.60 4.35
2T1 3.74 3.39 3.33 3.18 4.80 4.66 4.61 4.65
2T2 3.94 3.53 3.58 3.63 3.60 5.40 5.08 5.29 5.37 5.10
1E 4.10 3.90 3.41 3.73 5.41 5.29 4.98 5.15
3T1 4.22 3.93 4.12 3.81 6.22 5.53 6.42 6.45
3T2 4.57 4.20 3.72 3.85 4.10 6.65 6.07 6.20 6.38 6.60
1A2 4.16 3.89 4.46 4.21 6.43 6.04 6.54 6.78

RMSD 0.44 0.05 0.24 0.15 0.32 0.26 0.25 0.25

aEnergies in eV. bTZ2P basis without use of the TDA. cRSCF-CV(∞)-DFT calculation.
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The RSCF-CV(∞)-DFT scheme is in principle able to resolve not only the T2

excited-state energy terms but all multiplets. We compare in Table 6.6 multiplet en-

ergies based on RSCF-CV(∞)-DFT and ATD-DFT with those obtained from the high-

level wave function methods [269] RAS-PT2 and SAC-CI for MnO−4 and TcO−4 . Here

the DFT calculations made use of B3LYP. The first excitation in MnO−4 and TcO−4 is

dominated by the 1t1 → 2e orbital transition which gives rise to the 1T1 and 1T2 mul-

tiplets. All methods find the order 1T1 < 1T2 which is in agreement with experiment

[286]. A rough experimental estimate [285] of 0.5 eV is also in reasonable agreement

with the calculated splittings. Here, RSCF-CV(∞)-DFT affords the largest estimate of

0.8 eV. The sizes of the DFT splittings are strongly functional dependent and tend to

increase with the fraction of HF-exchange. The second excitation has a large contri-

bution from the 2t2 → 2e orbital transition. It gives rise to the 2T1 and 2T2 terms that

again unanimously are calculated to have the order 2T1 < 2T2. There is no experimen-

tal information available. The third excitation is in part due to the 1t1 → 3t2 orbital

transition with the multiplets 1E, 3T1, 3T2, and 1A2. Here 1E is in all cases of lowest

energy whereas 1A2 is at (or near) the top. For 3T1 and 3T2 the order 3T1 < 3T2 is ob-

served for all methods in the MnO−4 case as well as ATD-DFT and RAS-PT2 in TcO−4 ,

whereas it is reversed for SAC-CI and RSCF-CV(∞)-DFT for the same molecule and

this is also the order obtained for CR-EOM-CCSD(T) [269]. Again, experimental data

are not available. It is obvious that more work on better-characterized systems has to be

carried out to assess the ability of RSCF-CV(∞)-DFT to resolve multiplets.

To date the triplet T2 spin multiplets have eluded observation in spite of many at-

tempts to characterize these presumably very short lived states [287]. For ATD-DFT

and RSCF-CV(∞)-DFT, the triplet-singlet splittings are in most cases calculated to be

somewhat larger for the more compact 3d complexes such as permanganate than the

larger congeners such as TcO−4 , Table 6.7. It follows from eq (5.1), (5.2) and (6.1)

that the ATD-DFT/TDA splitting for a i → a transition is given by ∆ECV(2)
ST = 2KC

aiai

where KC
aiai is a coulomb integral defined in eq (2.27). This expression is only indi-

rectly functional dependent through the shape of the orbitals a, i. However, we clearly
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Table 6.7: Calculated Triplet-Singlet Energies for the first three T2 states in MnO−4 and
TcO−4 based on RSCF-CV(∞)-DFT and ATD-DFT.a,b

Method State LDA BP86 PBE B3LYP BHLYP PBE0

MnO−4
ATD-DFT 1T2 0.94 0.94 0.94 1.40 2.08 1.56

2T2 0.55 0.56 0.56 0.85 1.24 0.93
3T2 0.82 0.80 0.80 0.91 1.20 0.90

RSCF-CV(∞)-DFT 1T2 0.61 0.75 0.73 1.21 1.81 1.36
2T2 0.46 0.53 0.51 0.82 0.96 0.92
3T2 0.60 0.51 0.51 0.60 0.55 0.62

TcO−4
ATD-DFT 1T2 0.89 0.88 0.87 1.16 1.72 1.24

2T2 0.82 0.85 0.84 1.09 1.47 1.17
3T2 0.71 0.69 0.67 0.62 0.54 0.60

RSCF-CV(∞)-DFT 1T2 0.61 0.74 0.72 1.17 1.34 1.10
2T2 0.48 0.55 0.53 0.84 1.28 0.92
3T2 0.46 0.44 0.43 0.58 0.66 0.53

aEnergies in eV. bTZ2P basis without use of the TDA.

see this dependence in Table 6.7 where ∆ECV(2)
ST = 2KC

aiai increases with the fraction

(α) of HF-exchange. The dependence reflects the decline in covalency with a growing

α which leads to both M–O bonding (i = 2t2, 1a, 1e and 1t2) and anti-bonding (a =

2e, 3t2) orbitals being increasingly polarized towards M or O [251]. Similar trends are

seen for calculations without the TDA. The triplet-singlet separation in RSCF-CV(∞)-

DFT/TDA is according to eq (6.3) given by ∆Ẽ
CV(∞)
ST = − 2(1 − α)KXC

aaii + 2αKC
aiai

for a i → a transition. Here α is again the HF fraction, KC
aiai is the Coulomb inte-

gral discussed above and KXC(KS)
aaii = K

XC(KS)
aiai is the local exchange correlation term

defined in eq (2.29). Since from experience 0.0 < −KXC(KS)
aaii < KC

aiai, we find that

∆Ẽ
CV(∞)
ST < ∆Ẽ

CV(2)
ST for the local functionals with α = 0, Table 6.7. The fact that

∆Ẽ
CV(∞)
ST < ∆ẼCV(2)

ST is in part responsible for the observation that ATD-DFT affords

excitation energies that are higher than RSCF-CV(∞)-DFT. As we add HF exchange

and increase α, ∆Ẽ
CV(∞)
ST should approach ∆ẼCV(2)

ST . However, it follows from Table

6.7 that the two have not yet converged for BHLYP with α = 0.50.
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6.4 Concluding Remarks

We have for the first time probed the ability of our newly developed RSCF-CV(∞)-DFT

scheme to describe excited states of TM complexes. Use was made of the tetrahedral

d0 metal oxides as the first benchmark series since the tetra oxides have a long his-

tory as a challenging testing ground for new methods due to their complex electronic

structure. We have investigated nine systems with three members from each transi-

tion series using eight different functionals and compared the results to findings based

on ATD-DFT and experiment. We find for the 3d systems MnO−4 , CrO2−
4 , and VO3−

4

that RSCF-CV(∞)-DFT affords excitation energies in better agreement with experi-

ment than ATD-DFT for each of the functionals discussed here. The best agreement

(RMSD = 0.1 eV) was obtained with the B3LYP and PBE0 hybrid functionals holding

relatively modest HF exchange contributions of 20 % and 25 %, respectively. Local

functionals fared slightly worse whereas a substantial increase in HF exchange as in

BHLYP leads to sizable deviations (RMSD = 0.45 eV). By comparison, the ATD-DFT

method tend to provide excitation energies for the 3d complexes that are uniformly too

high, Table 6.3. For the heavier 4d and 5d congeners we find that RSCF-CV(∞)-DFT

and ATD-DFT performs equally well with the smallest RMSDs of 0.2 eV encountered

for B3LYP and PBE0. Work is now under way to benchmark RSCF-CV(∞)-DFT for

other transition metal systems where accurate observations and high-level calculations

are available. The benchmarking will also involve other properties such as the first-

order change in density with respect to U that represents the transition density as well

as the higher-order change that express the “active” charge rearrangement. Here direct

comparison can be made to ATD-DFT that also provides both types of density change.

However, in contrast to ATD-DFT, but in common with ∆SCF, our RSCF-CV(∞)-DFT

scheme also affords orbital relaxation in response to the “active” density change. Thus

in a transition represented by the orbital replacement t1 → 2e the “active” change in

density would be given by ∆ρactive = 2e2e − 1t11t1 which represents a charge transfer

from the ligands to the d-orbitals making the metal center more electron rich. How-
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ever, as shown previously in connection with ∆SCF, relaxation of the other orbitals

tends to reduce or completely reduce the charge build-up on the metal. Thus, we hope

that RSCF-CV(∞)-DFT will provide more realistic information about the total charge

rearrangement involved in an excitation than ATD-DFT.
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Chapter 7

Assessing the CV-DFT Method for Octahedral

Transition Metal Complexes

7.1 Introduction

Electronic excitation within transition metal (TM) complexes poses theoretical prob-

lems even for the simpliest system. This is due to the complicated electronic structure

of TM complexes [277]. This make TM complexes suitable as test sets for testing

the performance of newly developed methods. Here, the emphasis is placed on charge

transfer (CT) excitations in transition metal complexes. There are some experimental

[288, 289] data for CT excitation energy in octahedral TM complexes as well as some

high-level ab initio calculation [290, 291, 292, 293, 294, 295, 296]. Work carried out by

some high-level ab initio methods towards the analysis of CT excitations in some oc-

tahedral transition metal complexes [269, 290, 291, 292, 293, 296, 297] affords highly

accurate results, although at a high computational cost. Therefore, they are not suitable

for routine calculations for large systems (20 or more atoms). A less computationally

expensive alternative would be more practical.

With the success of Density Functional Theory (DFT) as a ground-state theory due

to its reasonable compromise between low computational cost and accuracy, attempts

have been made at adapting the theory for excited-state studies. A number of different

methods have been developed within the framework of DFT, the most widely used

amongst these methods is the Time-Dependent DFT (TD-DFT) [52, 53, 57, 58, 59,

60, 225]. Extensive benchmarking of TD-DFT revealed its insufficiency at describing

Rydberg [1, 61, 62, 63] and Charge Transfer (CT) [64, 65, 66, 67, 68, 69, 70, 71, 72, 73]

excitations. Attempts have been made at developing XC functionals with the correct
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short range as well as medium and long range behaviour [1, 67, 68, 69, 70, 73, 84, 86,

89, 91, 237, 298, 299, 300, 301, 302, 303, 304, 305, 306, 307, 308, 309, 156, 310, 311]

and finding a new theoretical approach within the DFT formalism for describing excited

states [49, 279, 312, 313, 314, 315, 316].

Some of the difficulties encountered in the application of TD-DFT for Rydberg

and CT excitations are to an extent resolved by these “tuned” functionals [1, 61, 62,

63, 64, 71, 72, 83, 84, 80, 85, 86, 87, 88, 89, 90], however, the most “tuned” of these

functionals have high computational cost. A way to overcome this problems lies beyond

the linear response approach, a variational approach proposed by Ziegler et al. that

involves mixing virtual orbitals into each occupied orbital [47, 48, 49, 50, 51, 85, 232].

The resulting approach (RSCF-CV-DFT) incorporates the adiabatic TD-DFT (ATD-

DFT) and ∆SCF [13, 14, 43, 44, 45, 46] as special cases.

The performance of RSCF-CV-DFT method in Rydberg (see Chapter 5) [317] and

CT [50, 93] excitations have previously been assessed, however, the CT excitations

were initially carried out on organic molecules. Additionally, we have previous ana-

lyzed the performance of the RSCF-CV-DFT [47, 49, 232] method for excitation in

transition metal tetraoxo complexes [99], see Chapter 6. The method has so far shown

very good performance for excitations that are poorly treated by TD-DFT and performs

comparably well for those that are well treated by TD-DFT even at the RSCF-CV-

DFT/LDA [36] level of theory. CT transitions within the octahedral transition metal

complexes form part of the next test set for our newly developed orbital relaxed con-

stricted variational DFT (RSCF-CV-DFT) method.

7.2 Theoretical Details

7.2.1 Computational Details

All calculations were carried out by a developers’ version of the ADF 2012 program

[181]. We employed a standard triple-ζ basis set with two polarization functions for

all atoms (TZ2P) [235]. The functionals used in this work include the local density
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approximation in the VWN parametrization [36], the BP86 generalized gradient ap-

proximation (GGA) with the Perdew correlation [38] part and the Becke exchange [37]

part, PBE [272], and the hybrid functionals B3LYP (20 % Hartree-Fock exchange), BH-

LYP (50 % Hartree-Fock exchange) by Becke [39] with the correlation part by Lee et

al. [152] and PBE0 (25 % Hartree-Fock exchange) [273, 274]. We have, additionally,

in this work employed length corrected (LC) functionals [86, 87, 236, 237, 238].

We made use of w(ω, r12) values with ω = 0.40 and ω = 0.75, details are provided

in Chapter 5 and elsewhere [79, 99]. The BP86 functional was used in conjunction

with the LC; the LC combined with BP86 for ω = 0.40 is called LCBP86* whilst the

combination with ω = 0.75 is termed LCBP86.

Use was not made of frozen core approximation [181]; all electrons were treated

variationally. A special auxiliary STO basis was used to fit the electron density for an

accurate representation of the exchange and coulomb potentials in each cycle [181].

The precision of the numerical integration was set to the standard value of 5.0.

7.2.2 Molecular Models

We have studied three octahedral transition metal complexes with our newly imple-

mented RSCF-CV(∞)-DFT method. Experimental or geometry optimized structures

were used in this work. Experimental geometries were obtained for Cr(CO)6 [291],

[Fe(CN)6]4− [292], and geometry optimized structures where obtained for

([Fe(CN)5(py)]3−, py = pyridine) [293], Figure 7.1.

Figure 7.1: Structures of the complexes studied.
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7.3 Results and Discussion

We present here, the electronic excitation energies of the octahedral TM complexes af-

forded by our CV-DFT method with a wide variety of functionals. The analyses will be

primarily focused on Cr(CO)6 and [Fe(CN)6]4− where experimental excitation energies

are available; otherwise, the comparison is made with a high-level ab initio wavefunc-

tion method. The density change associated with the electronic transition affords a way

to determine the type of transition under study. We shall, however, return to this point

shortly.

We start first with Cr(CO)6, the RSCF-CV(∞)-DFT results are displayed in Table

7.1. In its ground-state, the HOMO is made up of the triply degenerate 2t2g orbital

set and the LUMO and LUMO+1 comprise the 9t1u and the 2t2u sets, respectively.

The experimental spectrum has previously been assigned [291, 318] and we are here

interested in accurately predicting the excitation energies. Recent TD-DFT calculations

carried out by Gray et al. [319] showed that the energy difference between the gas

phase calculations and the calculation carried out in solution (acetonitrile in this case)

is ∼0.05 eV, and an energy difference of ∼0.06 eV between the experimental bands in

vapor and in solution. Additionally, the absorption spectra remains largely unchanged

irrespective of the medium used [288].

The two intensely absorbing states (metal to ligand charge transfer (MLCT) states)

are of interest here. The first MLCT state (11T1u, 2t2g → 9t1u) is well described by

TD-DFT, however, the second state (21T1u, 2t2g → 2t2u) is overestimated and the cal-

culated excited states are functional dependent [319, 320, 321]. Finally, Daniel et al.

[322] showed that calculations carried out on geometry optimized structures in general

afford lower excitation energies than those carried out with the experimental structure,

although there are a hand full of exceptions. The difference is between ∼0.01 to ∼0.5

eV.

To reduce the variables to consider, the calculations on Cr(CO)6 were carried out

with the experimental structures. We show in Table 7.1 the results of the excitation
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energies carried with the RSCF-CV(∞)-DFT method. Comparison is made to the ex-

perimental energies where available, otherwise, use is made of the RASPT2 [291] and

CASPT2 [288] results. Also shown in the table is the root-mean-square deviations

(RMSDs) calculated with-respect-to the two available experimental excitation energies.

We see, in general, a good performance by the RSCF-CV(∞)-DFT method.

The results afforded by RSCF-CV(∞)-DFT/LDA (0.02) gives the best performance

followed by PBE (0.03) and BP86 (0.04), whilst BHLYP and LCBP86 trail at 0.54

eV. The calculated excitation energies are not severely functional dependent, except in

the 11T1g, 21T1u and 13T1g states. Our method shows performance identical to the TD-

DFT/B3LYP [277] performance even for the LDA and GGAs, see Table E.1 in appendix

E.

The errors in the calculated excitation energies increase from B3LYP to BHLYP

for the hybrid functions, Table 7.2. There is a correlation between the percentage of

exact exchange and the error in the calculated energies, BHLYP which has the highest

exact exchange (50 %) gave the highest RMSD of 0.54 eV. As for the LC functionals,

LCBP86 which is closer to the BP86 functional gave an RMSD of 0.54 eV and the

LCBP86* functional which is closer to HF an RMSD of 0.27 eV.
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Table 7.1: Calculated Excitation Energiesa for Cr(CO)6 based on the RSCF-CV(∞)-DFT method.

STATE RASPT2b LDA BP86 PBE B3LYP PBE0 BHLYP LCBP86*c LCBP86d Expt.e

Singlet
11T1g(MC) 4.98 5.33 5.14 5.17 4.85 5.25 4.52 4.78 4.97
11T1u(MLCT) 4.50 4.45 4.39 4.40 4.48 4.62 4.68 4.61 4.37 4.44
21T1u(MLCT) 5.42 5.46 5.47 5.47 5.73 5.93 6.20 6.23 5.85 5.48

Triplet
13T1g(MC) 4.28f 4.72 4.88 4.91 4.54 4.62 4.15 4.18 4.49
13T2g(MC) 4.64f 4.63 4.59 4.60 4.39 4.45 4.17 4.45 4.59

RMSD 0.06 0.02 0.04 0.03 0.18 0.34 0.54 0.54 0.27

aEnergies in eV. b Ref. [290]. cRepresents LC functional combined with BP86 with ω = 0.75. dRefers to LC functional combined with BP86 using
ω = 0.4. eRef. [288]. fRef. [291]
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Figure 7.2: ∆ρ associated with the CrCO6, red signifies depletion and green shows
accumulation of density. (a) The density change associated with the 11T1u state. (b)
exemplify the density redistribution associated with the 21T1u state. (c) Densities ac-
companying the calculated 11T1g state. (a) and (b) are MLCT-type transitions and (c) is
an example of MC-type transition.
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Table 7.2: Calculated IP and EAa for the two MLCT excitations in Cr(CO)6 based on the RSCF-CV(∞)-DFT method.

STATE LDA BP86 PBE B3LYP PBE0 BHLYP LCBP86*b LCBP86c Expt.d

IP(2t2g) 9.29 8.99 8.90 8.62 8.65 8.14 8.57 8.85 8.20

EA(Cr(CO)+
6 , 2t2g, 9t1u, S) -4.84 -4.60 -4.50 -4.14 -4.03 -3.46 -3.96 -4.48 -3.76

EA(Cr(CO)+
6 , 2t2g, 2t2u, S) -3.83 -3.52 -3.43 -2.89 -2.72 -1.91 -2.34 -3.00 -2.72

aEnergies in eV. bRepresents LC functional combined with BP86 with ω = 0.75. cRefers to LC functional combined with BP86 using ω = 0.4.
dRef. [323].
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To determine the source of the error, the excitation energy is decomposed into the

ionization potential (IP) of the complex and electron affinity (EA) of the cation resulting

from the ionization. The expression for IP obtained by removing an electron from 2t2g

is given by

IP(Cr(CO)6) =IP(Cr(CO)6, 2t2g)

=− ε2t2g +
1

2
K2t2g2t2g ,2t2g2t2g + ∆̃EIP

Rel (7.1)

the accompanying electron capture by the 9t1u or 2t2u orbital is given as

EA(Cr(CO)+
6 ,S) =EA(Cr(CO)+

6 , 2t2g, 9t1u,S)

=ε9t1u +
1

2
K9t1u9t1u,9t1u9t1u − 2K9t1u9t1u,2t2g2t2g

+K ¯2t2g ¯2t2g ,9t1u9t1u + ∆̃EEA,S
Rel (7.2)

and the corresponding triplet expression is given by

EA(Cr(CO)+
6 ,T) =EA(Cr(CO)+

6 , 2t2g, 9t1u,T)

=ε9t1u +
1

2
K9t1u9t1u,9t1u9t1u

−K ¯9t1u ¯9t1u,2t2g2t2g + ∆̃EEA,T
Rel . (7.3)

From eqs (7.1), (7.2) and (7.3), we are able to analyze in depth the errors present in the

excitation energy for Cr(CO)6) where the experimental IP(Cr(CO)6)) and

EA(Cr(CO)+
6 ) are available.
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Table 7.3: Calculated Excitation Energiesa for [Fe(CN)6]4− based on the RSCF-CV(∞)-DFT method.

STATE CASPT2b LDA BP86 PBE B3LYP PBE0 BHLYP LCBP86*c LCBP86d Expt.e

Singlet
11T1g(MC) 3.60 4.17 3.72 3.75 3.42 3.35 3.04 3.35 3.64 3.80–3.94
31T1u(MLCT) – 5.57 5.57 5.64 6.10 6.44 – – 6.34 5.69–5.89
41T1u(MLCT) – 5.83 5.80 5.72 6.25 6.63 – – 6.93 6.20
11T2g(MC) 4.33 4.05 3.74 4.12 4.47 4.46 4.47 4.14 4.37 4.43–4.77

Triplet
13T1g(MC) 2.67 3.60 3.39 3.41 2.98 2.90 2.49 2.56 2.93 2.94

RMSD 0.20f 0.42 0.41 0.33 0.25 0.44 0.40f 0.29f 0.44

aEnergies in eV. b Ref. [292]. cRepresents LC functional combined with BP86 with ω = 0.75. dRefers to LC functional combined with BP86 using
ω = 0.4. eRef. [289]. fCalculated with 3 excitation energies.

115



Figure 7.3: ∆ρ associated with the Fe(CN)4−
6 . (a) The density change associated with

the 11T1g state. (b) exemplify the density redistribution associated with the 31T1u state.
(c) Densities accompanying the calculated 31T1u state. (a) is an example of MC-type
transition, (b) and (c) are MLCT-type transitions. Red signifies loss and green shows
gain in density.

The numerical values of the integrals K2t2g2t2g ,2t2g2t2g and K9t1u9t1u,9t1u9t1u decrease

on going from the local to the hybrid functionals, and they are zero for HF. The IPs

decreases from LDA and approaches the experimental IP for the functionals with some

percentage of HF exchange and the LC functionals, Table 7.2. The IP(Cr(CO)6) and

EA(Cr(CO)+
6 ) are overestimated numerically for LDA and the GGA functionals, how-

ever, we can see from Table 7.1 that these functionals afford accurate excitation ener-

gies. This is due to error cancellation when we combine the IP(Cr(CO)6) and
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EA(Cr(CO)+
6 ) to give the excitation energies given by

∆E
CV(∞)
S =IP(Cr(CO)6, 2t2g) + EA(Cr(CO)+

6 , 2t2g, 9t1u,S)

=
(
− ε2t2g +

1

2
K2t2g2t2g ,2t2g2t2g + ∆̃ERel

)
+(

ε9t1u +
1

2
K9t1u9t1u,9t1u9t1u − 2K9t1u9t1u,2t2g2t2g

+K ¯9t1u ¯9t1u,2t2g2t2g + ∆̃ERel

)
=
[
ε9t1u

(
ρ0
)
− ε2t2g

(
ρ0
)]

+
1

2
K9t1u9t1u9t1u9t1u +

1

2
K2t2g2t2g2t2g2t2g

− 2K9t1u9t1u2t2g2t2g +K9t1u9t1u ¯2t2g ¯2t2g + ∆ES
Rel(R) (7.4)

here ∆ES
Rel(R) = ∆̃EIP

Rel + ∆̃EEA,S
Rel for a singlet excitation.

We consider next the [Fe(CN)6]4− complex, Table 7.3. The RMSDs here were cal-

culated with the lower numbers of the experimental [289] excitation energies ranges

where applicable. There are some theoretical calculation carried with with TD-DFT

[277] and other DFT based approaches [277] as well as some high-level ab initiometh-

ods [292].

Again, our method shows good performance by the LDA and GGA functionals,

the difference is that the inclusion of the exact exchange as in the case of the hybrid

functionals, does not worsen the overall performance. As we pointed out earlier, the

errors in the excitation energies can be understood much more clearly by decomposing

the energies into IP and EA. With this approach, we can see that the good performance

by the method compared to with the experimental excitation energies is as a result of,

to some extent, error cancellation. Additionally, we find that as the fraction of the HF

exchange increases, the IP becomes

IP ≈ −εi. (7.5)

We found in these complexes that, our method affords excitation energies in good

comparison with the experimental values even in cases where the IP and the EA were

overestimated numerically. Although, our previous analyses of the Rydberg excitations

with SCF-CV(∞)-DFT method showed that obtaining accurate IP and EA is key to

getting accurate excitation energies [79].
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In general, the RSCF-CV(∞)-DFT method overestimated the excitation energies

in the [Fe(CN)5(py)]3− complexes by ∼0.45 eV. Here, the comparison is made to the

CASPT2 calculations [293]. Displayed in Table 7.4 are the excitation energies, the first

six are MLCT and the last two are MC (significant d → d character) excitations. The

first two low-lying MLCT states are overestimated by the local and hybrid functionals

but are underestimated by the LC functionals. The RSCF-CV(∞)-DFT method shows

better performance for the higher energy MLCT as well as the MC states, although the

overall performance is poor. However, our results are comparable to the results obtained

by Thiel [277] with the DFT/MRCI approach, see Table E.2 in Appendix E.

To summarise, our RSCF-CV(∞)-DFT method shows the best performance for the

neutral Cr(CO)6 complex even for the local functionals. It is closely followed by the

[Fe(CN)6]4−, where the best performance comes from the B3LYP functional. The exci-

tation energies for [Fe(CN)5(py)]3− afforded by the RSCF-CV(∞)-DFT method were

overestimated for most of the states studied.
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Table 7.4: Calculated Excitation Energiesa for [Fe(CN)5(py)]3− based on the RSCF-CV(∞)-DFT method.

STATE CASPT2b LDA BP86 PBE B3LYP PBE0 BHLYP LCBP86*c LCBP86d

11A1(MLCT) 0.96 1.18 1.54 1.53 1.66 2.40 2.13 0.49 0.42
11A2(MLCT) 0.72 1.71 1.61 1.57 1.22 1.80 0.97 0.97 1.47
11B1(MLCT) 0.77 1.73 1.64 1.14 – 1.91 1.00 1.73 1.87
21B1(MLCT) 1.34 1.76 1.97 1.32 – 2.31 2.38 2.78 2.32
21A2(MLCT) 1.36 2.45 2.28 2.89 1.84 2.71 2.20 2.06 1.91
11B2(MLCT) 1.49 2.03 1.84 1.74 1.42 2.46 2.47 2.69 2.32
21B2(MC) 2.89 2.28 2.09 2.12 2.08 2.49 2.80 2.80 2.63
31B1(MC) 3.03 2.38 2.16 1.34 – 2.91 2.87 3.50 2.49

RMSD 0.74 0.76 0.94 0.45e 1.03 0.73 0.82 0.74

aEnergies in eV. b Ref. [293]. cRepresents LC functional combined with BP86 with ω = 0.75. dRefers to LC functional combined with BP86 using
ω = 0.4. eCalculated with 5 excitation energies.
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Figure 7.4: ∆ρ associated with the [Fe(CN)5(py)]3−. (a), (b), (c) and (d) represent
the 11A1, 11A2, 11B1 and 11B2 states, respectively. All plotted density shown here
depict MLCT-type transitions. Red signifies depletion and green shows accumulation
of density.

We turn next to the electronic density change that accompanies the electronic ex-

citation. Figure 7.2(a and b) shows the plot of the density changes associated with

the electronic transitions in Cr(CO)6. We show in the figure, the charge redistribution;

where the density depletion occurs (ρ2t2g ), the accumulation (ρ9t1u or ρ2t2u) as well as

the density change (∆ρex = ρ9t1u − ρ2t2g ) resulting from the total change in density

associated with the electronic transition.

For the MLCT transition, the ρ2t2g (Figure 7.2a) is situated on the Cr metal centre

and the area is space spun by the density is reminiscent of the dyz, and the ρ9t1u as well
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Figure 7.5: ∆ρ associated with the [Fe(CN)5(py)]3−. (a) The density change associated
with the 21B2 state. (b) exemplify the density redistribution associated with the 31B1

state. All densities depict MC-type transitions. Red signifies loss and green shows gain
in density.

as ρ2t2u is mostly situated on the equatorial CO ligands. The occupied density is in

the yz-plane and the virtual density signifying the accumulation is situated on the CO

ligand and there is little interaction between them as can be seen from the difference.

The movement of density is from the metal centre to the ligands corresponding to an

intra-molecular charge transfer transition. It is clear from the Figure 7.2c that, this

transition has a significant d → d character. In the density plots that follow, we see

a depletion in the density situated on the metal with some contribution from the CO

in the xy-plane and accumulation of density largely on the central Cr metal along the

yz-plane with some accumulation on the CO ligands in the same plane. The overlap

integral S2t2g9t1u is nonzero but very small in this case, see the density difference.

Displayed in Figure 7.3 are the density plots for [Fe(CN)6]4−. We make here a sim-

ilar observation as made for Cr(CO)6. The differences in the density plots representing

the MC transition are; there is much more significant accumulation on the CN− ligands,

and the density accumulation is in the same plane (xy-plane) as the depletion density
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(dx2−y2 to dxy). As for the MLCT, the associated density movement is identical to that

of Cr(CO)6, see Figure 7.3(b and c).

Figure 7.4 shows the change corresponding to the excitations in the [Fe(CN)5(py)]3−

complex. For the MLCT transitions, the reduction in density is in general around the

central Fe atom in different planes and the density gain is around the py ligand with

smaller density accumulation on the central atom.

However, we see a larger separation between the donor and acceptor regions (r)

of this complex. The MC transitions distinctly show d → d transitions with varying

contributions from the py ligand, Figure 7.5. This is an example of CT transitions

where the donor and acceptor regions are distinctly separated.

7.4 Concluding Remarks

For intra-molecular CT transitions, the performance of the RSCF-CV(∞)-DFT method

depends on the separation (r) between the donor and acceptor regions of the complex.

For complexes where the donor and acceptor regions are close, the RSCF-CV(∞)-DFT

method shows a superior performance compared to the ATD-DFT method even with

the local functionals. However, as r gets larger, the excitation energies become more

functional dependent and less accurate. More work is necessary to provide an in depth

explanation of the performance of our method as a function of r.

Further, the accuracy of our method for smaller r is not attributable to the ability of

our method to afford accurate values of the IP of the complex and the EA of the cation

formed (in case of a neutral complex) but due to some error cancellation that occurs

when we combine the IP and EA to obtain the excitation energy.

The density change associated with the electronic transitions afforded by our method

clearly shows the regions of density depletion and accumulation. From these density

plots, a transition can be unambiguously labeled as MLCT or MC excitation. This is

important because an excitation in our method and in general is characterized by the

loss of an electron in the space spanned by the occupied orbitals and an electron gain in
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the region spanned by the virtual orbitals.
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Chapter 8

The formulation of a constricted variational density

functional theory for double excitations

8.1 Introduction

In quantum mechanics excited states are described by methods that are based on either

response theory or variational schemes [227, 228]. Both approaches have led to meth-

ods that are highly accurate for organic molecules [324]. The accurate wave function

schemes scale as n6 with the number of electrons. They are thus rather expensive for

larger systems although attempts to introduce a more favourable scaling are under way

[325, 326, 327].

Density functional theory constitutes a popular alternative to ab initio wave func-

tion methods with a good compromise between computational speed and accuracy due

to its favourable scaling as n2 or better. Excited states have for the most part been dealt

with by approaches based on response theory such as the TD-DFT method [52, 53].

This is in line with the fact that DFT is well established as a ground-state theory. Nev-

ertheless variational DFT approaches have also been used with some success starting

with the ∆SCF scheme by Slater [43].

Although both DFT and TD-DFT in principle are exact theories, their practical im-

plementations are based on approximations. For TD-DFT, the source of error does not

only involve the employment of approximate functionals but also the almost univer-

sal use of the adiabatic approximation [65]. Whilst many of the problems originally

encountered in the application of TD-DFT to charge transfer and Rydberg transitions

[1, 86, 87, 88, 89] have been address by the introduction of more appropriate functionals

the description of pure double electron excitations as well as single electron transition
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with some double excitation character is still a problem [65] that only can be solved

by going beyond the adiabatic approximation (ATD-DFT). It is as a consequence not

possible to treat double excitations with the standard adiabatic approaches and schemes

that go beyond ATD-DFT are still under development [54, 55, 66, 74, 75, 76]. The

CV-DFT method is able to treat charge transfer transitions even with local functionals

when terms to all orders in Uai are taken into account. However, this requires that Uai

is fully optimized and that the basis of occupied {φi(1); i = 1,occ} and virtual {φa(1); a

= 1,vir} ground-state orbital are allowed to relax (RSCF-CV(∞)-DFT) [176].

The objective of the current study is to demonstrate that it is possible to extend

RSCF-CV(∞)-DFT to double excitations. It will further be shown that it with certain

limitations is possible to derive a second-order CV(2)-DFT theory that can be consid-

ered as an extension of ATD-DFT to double excitations.

8.2 The constricted variational density functional theory applied to a

single transition

The RSFC-CV(∞)-DFT scheme [49] has already been descried in great details for sin-

gle electron transitions in Chapter 2 and subsequent chapters. Nevertheless we shall

here sketch the part of the theory that will be important for its extension to double

transitions.

8.2.1 Generation of excited-state orbitals for a single electron transition

In CV(n)-DFT [48, 49, 51, 93], we construct excited-state KS-orbitals by performing a

unitary transformation among occupied {φi(1); i = 1,occ} and virtual {φa(1); a = 1,vir}

ground-state orbitals

Y I

(
φocc
φvir

)
= eU

I

(
φocc
φvir

)
=

(
∞∑
m=0

(U I)m

m!

)(
φocc
φvir

)
=

(
ψIocc
ψIvir

)
(8.1)

to order m in Ref. [48]. Here φocc and φvir are concatenated column vectors contain-

ing the sets of occupied {φi(1); i = 1,occ} and virtual {φa(1); a = 1,vir} ground-state
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KS-orbitals whereas φIocc and φIvir are concatenated column vectors containing the re-

sulting sets {φIi (1); i = 1,occ} and {φIa(1); a = 1,vir} of occupied and virtual orbitals

corresponding to the single electron transition I . The unitary transformation matrix Y I

is in eq (8.1) expressed in terms of a skew symmetric matrix U I as

Y = eU = I + U +
U2

2
+ ... =

∞∑
m=0

Um

m!
=

∞∑
m=0

(U2)m

(2m)!
+ U

∞∑
m=0

(U2)m

(2m+ 1)!
. (8.2)

Here, U I
ij = U I

ab = 0 where “i, j” refer to the occupied set {φi(1); i = 1,occ}whereas

“a, b” refer to {φIa(1); a = 1,vir}. The elements of U I are the variational mixing matrix

elements that combine virtual and occupied ground-state orbitals in the excited-state

with U I
ai = −U I

ia. Thus, the entire matrix U I is made up of occ × vir independent

elements U I
ai that also can be organized in the column vector ~U I . For a given ~U I we can

by the help of eq (8.2) generate a set of “occupied” excited-state orbitals

φIi =
occ+vir∑

p

Y I
piφp =

occ∑
j

Y I
jiφj +

vir∑
a

Y I
aiφa (8.3)

that are orthonormal to order m in U I
ai. Summing up all orders in U the occupied

excited-state orbitals from the unitary transformation can be written in compact form

[48, 49, 51] as

φIi = cos[ηγIi ]φ
I
io + sin[ηγIi ]φ

I
iv ; (i = 1, occ). (8.4)

Here [48, 49, 51] γIi (i = 1,occ) is a set of eigenvalues to

(V I)+U IW I = 1γI (8.5)

where γI is a diagonal matrix of dimension occ. Further

φIio =
occ∑
j

(W I)jiφj (8.6)

and

φIiv =
vir∑
b

(V I)biφb (8.7)

where “i, j” run over the occupied ground-state orbitals and b over the virtual ground-

state orbitals. The orbitals defined in eq (8.6) and (8.7) were first introduced by Amos
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and Hall [98] as the corresponding occupied and virtual orbital pair that is mixed in

the unitary transformation defined by U I . They have been explored in connection with

electron excitations as Natural Transition Orbitals (NTO) by Martin [328] since they

give a more compact description of the excitations than the canonical orbitals. Thus,

a transition that involves several i → a replacements among canonical orbitals can

often be described by a single replacement φIio → φIiv in terms of NTOs. In that case

γIj = π/2 for a = i whereas γIj = 0 for a 6= i [48, 49, 51]. The first occ virtual

excited-state orbitals are given by

φIa = sin[ηγIi ]φ
I
io − cos[ηγIi ]φ

I
iv ; (a = i = 1, occ) (8.8)

and the remaining a = occ+1,vir virtual orbitals as

φIa = φIiv ; (a = i = occ+ 1, vir). (8.9)

To second-order in U I
ai the excited-state occupied orbitals reads

φIi = φi(1) +
vir∑
a

U I
aiφa(1)− 1

2

vir∑
a

occ∑
j

U I
aiU

I
ajφ
∗
j +O(3)[U I ] (8.10)

and the virtual orbitals

φIa = φa(1)−
occ∑
i

U I
aiφi(1)− 1

2

vir∑
b

occ∑
i

U I
aiU

I
biφ
∗
b(1) +O(3)[U I ]. (8.11)

For spin conserving transitions only U elements combining virtual and occupied

orbitals of α–spin (α → α transitions) or β–spin (β → β transitions) are non-zero.

For spin-flip (α → β) or (β → α) transitions only U elements combining virtual and

occupied orbitals of different spins can be non-zero. In the procedure above we started

with the ground-state KS-determinant

Ψ0 = |φ1φ2φ3 . . . φiφj . . . φn| (8.12)

and generate the KS-determinant for the one-electron transition I

ΨI = |φI1φI2φI3 . . . φIiφIj . . . φIn|. (8.13)
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We observe from eq (8.4) that φIi consists of a linear combination of occupied and

virtual ground-state orbitals. It should be noted that the occupied {φi(1); i = 1,occ} and

virtual {φa(1); a = 1,vir} orbitals making up the set {φp(1); p = 1,occ + vir} can be

of different symmetry. Thus {φi(1); i = 1,occ} are not symmetry orbitals. The only

requirement is that any product φiφa must belong to the same symmetry as the excited-

state under consideration. Note also that for spin conserving transitions φi and φa are

of the same spin whereas φi and φa are of different spin for spin-flip transitions. Finally

ΨI = |φI1φI2φI3 . . . φIiφIj . . . φIn| is not necessarily an eigenfunction of S2. Thus use must

be made of sum rules [14] in order to calculate energies of spin-states.

8.2.2 Expressing excited-state densities for single electron excitation

The excited-state density in terms of NTOs reads [48, 49, 51]

ρI = ρ0 + ∆ρI (8.14)

where

∆ρI =∆ρ̃I + ∆ρ̂I

=
occ∑
i

sin2[ηγIi ]
(
φIiv(1)φIiv(1

′)− φIio(1)φIio(1
′)
)

+
occ∑
i

sin[ηγIi ] cos[ηγIi ]
(
φIio(1)φIiv(1

′) + φIio(1
′)φIiv(1)

)
(8.15)

and to second-order

∆ρI,(2) =∆ρ̃I,(2) + ∆ρ̂I,(2)

=
occ∑
i

vir∑
a

U I
ai

(
φa(1

′)φi(1) + φa(1)φi(1
′)
)

+
occ∑
i

vir∑
a

vir∑
b

U I
aiU

I
biφa(1

′)φb(1)

−
occ∑
i

occ∑
j

vir∑
a

U I
aiU

I
ajφi(1

′)φj(1). (8.16)
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8.2.3 Evaluating excitation energies for single electron transitions

We obtain after some manipulations [48, 49, 51] the following excited-state energy

expression

EI − E0 = ∆EI =
occ∑
i

sin2[ηγIi ]

(
εIiv
(
ρ0 +

1

2
∆ρ̂I

)
− εIio

(
ρ0 +

1

2
∆ρ̂I

))
+

occ∑
i

occ∑
j

sin[ηγIi ] cos[ηγIi ] sin[ηγIj ] cos[ηγIj ]KiIoi
I
vj
I
o j
I
v
. (8.17)

The definitions of the K integrals are shown in eqs (2.26), (2.27), (2.28), and (2.29).

In eq (8.17) εiIo(ρ
0 + 1/2∆ρI) and εiIv(ρ

0 + 1/2∆ρI) correspond to orbital energies of

εiIo(ρ
0) and εiIv(ρ

0), respectively, evaluated for a density at the midpoint (or transition

state) [43] between that of the ground-state and the excited-state. To second-order in U

we have [48, 49, 51]

∆EI(2) =
occ∑
i

vir∑
a

U I
aiU

I
ai[εa(ρ

0)− εi(ρ0)] +
occ∑
i

occ∑
j

vir∑
a

vir∑
b

U I
aiU

I
bjKaibj. (8.18)

This is identical to the energy expression for the ATD-DFT theory [52, 53] within

the TDA [175] as discussed in Chapter 2 and Refs. [74, 83, 85, 88, 89, 91, 226]. We

see that both ∆EI(2) of eq (8.18) and ∆EI in eq (8.17) have a “diagonal” term con-

taining a weighted sum of the relative energies for the various configurations (i)(a) or

(φIio)(φ
I
iv) in terms of orbital energy differences as well as a “off-diagonal” term ac-

counting for the interaction between the different configurations. In ATD-DFT/TDA or

CV(2)-DFT/TDA the “diagonal” terms are only correct to second-order in U and in-

volve just ground-state orbital energy differences whereas ∆EI contains orbital energy

differences based on the “transition state” [43]. For the “off-diagonal” terms, the form

is quite similar in ∆EI(2) and ∆EI . For each excited-state I , we optimize U I with

respect to ∆EI using standard techniques where ∆EI(2) is taken as a starting point

[48, 49, 51]. However in order to avoid a collapse to the ground-state (U I = 0) we

introduce the constraint shown in eq (2.62) as

occ∑
i

sin2[ηγIi ] = 1. (8.19)
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This ensures according to eq (8.15) that one electron is transferred from the occupied

{φIio(1); i = 1,occ} to the virtual {φIiv (1); i = 1,occ} ground-state orbitals. To second-

order the constraint in eq (2.62) reduces to U I+U I = 1. We ensure in addition that

Tr(U I+UK) = 0 for the excited states K = 1,I − 1 that are below the excited-state

I . This will prevent a variational collapse of higher states on those of lower energy

[48, 49, 51].

8.3 Double Excitations

Having generated ΨI = |φI1φI2φI3 . . . φIiφIj . . . φIn| and the associated set of occupied

{φIi (1); i = 1,occ} and virtual {φIa(1); a = 1,vir} reference orbitals we can now perform

a second unitary transformation

Ỹ J

(
φIocc
φIvir

)
=eŨ

J

(
φIocc
φIvir

)
=

(
∞∑
m=0

(ŨJ)m

m!

)(
φIocc
φIvir

)
=eŨ

J

eU
I

(
φocc
φvir

)
=

(
ψI,Jocc
ψI,Jvir

)
. (8.20)

In this way we generate ΨI,J = |φI,J1 φI,J2 φI,J3 . . . φI,Ji φI,Jj . . . φI,Jn | with the occupied

{φI,Ji (1); i = 1,occ} and virtual orbitals {φI,Ja (1); a = 1,vir}. For the first unitary trans-

formation U I has occ×vir elements. It means that we can construct occ×vir different

orthogonal matrices. Thus, we have {U I ; I = 1,occ× vir} different transformations or

one-electron transitions. We also have {ŨJ ; J = 1,occ × vir} distinct matrices for the

second unitary transformations. Thus we have altogether (occ× vir)× (occ× vir) two

electron transitions.

8.3.1 Generating excited-state orbitals for a double electron transition

Generating the second excitation in eq (8.20) will only lead to a change in those orbitals

that are directly influenced by the unitary transformation. Thus, if the second excitation

is concerned with an α → α transition all occupied β orbitals are unchanged (frozen)

and the same as in the I ’th reference state. The same will be the case for a number of

α orbitals. This is not realistic since all occupied orbitals should be able to respond to
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the change in the overall potential caused by the second excitation. To remedy this we

shall allow for a relaxation of the set of occupied {φIi (1); i = 1,occ} and virtual {φIa(1);

a = 1,vir} reference orbitals to second-order in the mixing matrix R by introducing the

new set of relaxed occupied

ψIi (1) = φIi (1) +
vir∑
a

Raiφ
I
a(1)− 1

2

vir∑
a

occ∑
j

RaiRajφ
I
j +O(3)[R] (8.21)

and unoccupied reference orbitals

ψIa(1) = φIa(1)−
occ∑
i

Raiφ
I
i (1)− 1

2

vir∑
b

occ∑
i

RaiRbiφ
I
b(1) +O(3)[R]. (8.22)

Here it is implicitly understood that we will have a different set of matrix elements

Rai for each (I,J ) pair. We can now generate the orbitals for the double excitations (I ,J)

from the transformation

Ỹ J

(
ψIocc
ψIvir

)
=eŨ

J

(
ψIocc
ψIvir

)
=

(
∞∑
m=0

(ŨJ)m

m!

)(
ψIocc
ψIvir

)
=

(
ψI,Jocc
ψI,Jvir

)
(8.23)

and subsequently express the KS-determinant for the doubly excited-state (I ,J) as

ΨI,J = |ψI,J1 ψI,J2 ψI,J3 . . . ψI,Ji ψI,Jj . . . ψI,Jn | where now

ψI,Ji = cos[ηγI,Ji ]ψIio + sin[ηγI,Ji ]ψIiv ; (i = 1, occ) (8.24)

with (ψIio ,ψ
I
iv ) representing the corresponding (8.4) eigenvectors to U I with the common

eigenvalue γIi . The occupied orbitals to second-order in ŨJ are given by

ψI,Ji = ψIi (1) +
vir∑
a

ŨJ
aiψ

I
a(1)− 1

2

vir∑
a

occ∑
j

ŨJ
aiŨ

J
ajφ

J
j +O(3)[ŨJ ]. (8.25)

8.3.2 Expressing excited-state densities for double excitations

We can write down the density of the doubly excited-state (I ,J) as

ρI,J = ρI + ∆ρI + ∆ρ̃I,J + ∆ρI,J(0,1+2) (8.26)

where ∆ρI defined in eq (8.15) is the (unrelaxed) change in density due to the first

excitation. Further

∆ρI,J =
occ∑
i

sin2[ηγI,Ji ]
(
ψIiv(1)ψIiv(1

′)− ψIio(1)ψIio(1
′)
)

+
occ∑
i

sin[ηγI,Ji ] cos[ηγI,Ji ]
(
ψIio(1)ψIiv(1

′) + ψIio(1
′)ψIiv(1)

)
(8.27)
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represents primarily the change in density due to ŨJ whereas

∆ρI,J0,1+2 ≈
occ∑
i

(
ψIiv(1)ψIiv(1

′)− φIio(1)φIio(1
′)
)

=
occ∑
i

vir∑
a

( vir∑
b

RI,J
ai R

I,J
bi φ

I
a(1)φIb(1

′)−
occ∑
j

RI,J
ai R

I,J
aj φ

I
i (1)φIj (1

′)
)

+
occ∑
i

occ∑
a

RI,J
ai

(
φIi (1)φIa(1

′) + φIi (1
′)φIa(1)

)
(8.28)

constitutes the part of the change in density (∆ρ0,1+2) that is zero-order in ŨJ and up to

second-order in RI,J . Finally, to second-order in ŨJ and zero-order in RI,J

∆ρI,J2 =
occ∑
i

vir∑
a

( vir∑
b

ŨJ
aiŨ

J
biφ

I
a(1)φIb(1

′)−
occ∑
j

ŨJ
aiŨ

J
ajφ

I
i (1)φIj (1

′)
)

+
occ∑
i

occ∑
a

ŨJ
ai

(
φIi (1)φIa(1

′) + φIi (1
′)φIa(1)

)
(8.29)

where the density to all orders in ŨJ is given as

∆ρI,J =
occ∑
i

sin2[ηγI,Ji ]
(
φIiv(1)φIiv(1

′)− φIio(1)φIio(1
′)
)

+
occ∑
i

sin[ηγI,Ji ] cos[ηγI,Ji ]
(
φIio(1)φIiv(1

′) + φIio(1
′)φIiv(1)

)
. (8.30)

8.3.3 Evaluating excitation energies for double electron transitions

The excitation energy for the transition from the ground-state to the doubly excited-state

(I ,J) can now with the help of eq (8.26) be written as

∆EI,J =∆EI + ∆ẼI,J(0,1+2) +
occ∑
i

sin2[ηγI,Ji ]
(
εiIv

(
ρI +

1

2

[
∆ρ̃I + ∆ρI,J

])
− εiIo

(
ρI +

1

2

[
∆ρ̃I + ∆ρI,J

]))
+

occ∑
i

occ∑
j

sin[ηγI,Ji ] cos[ηγI,Ji ] sin[ηγI,Jj ] cos[ηγI,Jj ]KiIoi
I
vj
I
o j
I
v

(8.31)

where the subscripts iIo, i
I
v, j

I
o , jIv refer to the relaxed orbitals ψIio(1), ψIiv (1), ψIjo(1),

ψIjv (1) and the kernel in KiIoi
I
vj
I
o j
I
v

is evaluated at ρ = ρI . The last two terms in eq (8.31)
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accounts primarily for the contribution to ∆EI,J from ŨJ . Further

∆EI,J(0,1+2) =
occ∑
i

vir∑
a

RI,J
ai R

I,J
ai

[
εa(ρ

0 + ∆ρI)− εi(ρ0 + ∆ρI)
]

+
occ∑
i

occ∑
j

vir∑
a

vir∑
b

RI,J
ai R

I,J
bj Kaibj. (8.32)

This term originates from the density relaxation ∆EI,J(0,1+2) . Further the indices a,

b, i, j refers to the reference orbitals ψIa, ψIb , ψIi , ψIj and the kernel in Kaibj is evaluated

at ρ = ρI .

8.3.4 Optimization of RI,J and ŨJ

A quadratic expansion of ∆EI,J [ŨJ , RI,J ] from (Ũ0,J , R0,I,J ) in powers of ∆ŨJ , ∆RI,J

allows us to write

∆EI,J [ŨJ , RI,J ] =∆EI,J [Ũ0,J , R0,I,J ] +
∑
ai

(
d∆EI,J

dŨJ
ai

)
0

∆ŨJ
ai

+
∑
ai

(
d∆EI,J

dRI,J
ai

)
0

∆RI,J
ai +

1

2

∑
ai

∑
bj

(
d2∆EI,J

dŨJ
aidŨ

J
bj

)
0

∆ŨJ
ai∆Ũ

J
bj

+
1

2

∑
ai

∑
bj

(
d2∆EI,J

dRI,J
ai dR

I,J
bj

)
0

∆RI,J
ai ∆RI,J

ai +
∑
ai

∑
bj

(
d2∆EI,J

dŨJ
aidR

I,J
bj

)
0

×∆ŨJ
ai∆R

I,J
bj +O[3][RI,J , ŨJ ] (8.33)

or

∆EM(ŨJ , RI,J) =EM(Ũ0,J , R0,I,J) +
(
∆ ~̃UJ ∆~RI,J

)(~gŨ
~gR

)

+
1

2

(
∆ ~̃UJ ∆~RI,J

)HŨ ,Ũ HŨ ,R

HR,Ũ HR,R

( ∆ ~̃UJ

∆~RI,J

)
+O[3] (8.34)

from which we can obtain expressions for the gradients ~gŨ , ~gR and Hessians HŨ ,Ũ ,

HR,Ũ etc. by a comparison between eq (8.33) and (8.34). The requirement that the

gradient must be zero at the minimum point (Ũ0,J + ∆ŨJ , R0,I,J + ∆RI,J ) provides

after differentiation of eq (8.33) with respect to ∆ŨJ and ∆RI,J the set of equations

(
~gŨ

~gR

)
+

HŨ ,Ũ HŨ ,R

HR,Ũ HR,R

( ∆ ~̃UJ

∆~RI,J

)
= 0 (8.35)
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from which we can obtain ∆ŨJ and ∆RI,J iteratively [49, 51]. The optimization of ŨJ

is carried out with the constraint

occ∑
i

sin2[ηγI,Ji ] = 1. (8.36)

This guarantees that one electron is transferred from the occupied {ψJio; i = 1,occ}

to the virtual {ψJiv ; i = 1,occ} reference state orbitals. We ensure in addition that

Tr(U I+UK) = 0 for the excited states K = 1,I − 1 that are below the state I [49, 51]

in order to avoid a variational collapse of I unto states of lower energy.

8.3.5 Simplified second-order theory for double excitations

There are instances in which U used in the first unitary transformation of eq (8.1) and

Ũ used in the second unitary transformation of eq (8.20) commutes. These are cases in

which the two excitations involve different sets of orbitals. Examples would be two spin

conserving transitions encompassing different spins or two different spin-flip transitions

starting from orbitals of different spins. It could also involve orbitals of different sym-

metry. In those cases the indices (a,i) of both U ≡ U I and Ũ ≡ UJ refer to the same

original set of virtual {φa; a = 1,vir} and occupied {φi; i = 1,occ} ground-state orbitals.

We can thus write the orbitals to second-order in U I for the first unitary transformation

in eq (8.1) as

φIi = φi(1) +
vir∑
a

U I
aiφa(1)− 1

2

vir∑
a

occ∑
j

U I
aiU

I
ajφ
∗
j +O(3)[U I ] (8.37)

and the orbitals from the second unitary transformation due to UJ as

φJi = φi(1) +
vir∑
a

UJ
aiφa(1)− 1

2

vir∑
a

occ∑
j

UJ
aiU

J
ajφ
∗
j +O(3)[U I ] (8.38)

to second-order in UJ . In eq (8.37) the summation is over the I-set of occupied and

virtual orbitals that participate in the unitary transformation defined by U I whereas the

summation in eq (8.38) is over the J-set of orbitals involved in the transformation due

to UJ . The total change in density due to the (I , J) double excitation becomes to
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second-order in (UL
ai, U

L
bj)

I,J∑
L

∆ρK =

I,J∑
L

( occ∑
i

vir∑
a

vir∑
b

UL
aiU

L
biφa(1)φb(1

′)−
occ∑
i

occ∑
j

vir∑
a

UL
aiU

L
ajφi(1)φj(1

′)

+

occ/2∑
i

vir/2∑
a

UL
ai

[
φi(1)φa(1

′) + φi(1
′)φa(1)

])
+O[3](U I

ai, U
I
bj) (8.39)

which is simply the sum of the density changes due to the two separate transitions I and

J . We finally have for the transition energy of the double excitation

∆EI,J =

I,J∑
L

[ occ∑
i

vir∑
a

UL
aiU

L
ai

(
εa(ρ

0)− εi(ρ0)
)

+
occ∑
i

occ∑
j

vir∑
a

vir∑
b

UL
aiU

L
bj

×
(
Kaibj +Kaijb

)]
+ 2

occ/2∑
i

occ/2∑
j

vir/2∑
a

vir/2∑
b

U I
aiU

J
bj

(
Kaibj +Kaijb

)
(8.40)

which is the sum of excitation energies of the two one-electron transitions plus a cou-

pling term. We can rewrite eq (8.40) on matrix form as

∆EI,J =

I,J∑
L

(UL)+ALUL + 2U IKI,JUJ (8.41)

where the definitions of AL and KI,J should be clear from a comparison between eq

(8.40) and (8.41). We can next write U I = U I
0 + ∆U I and UJ = UJ

0 + ∆UJ . Here U I
0

diagonalizes AI with the eigenvalue ∆EI
0 and UJ

0 diagonalizes AJ with the eigenvalue

∆EJ
0 . Thus ∆EI

0 and ∆EJ
0 are the transition energies for the two uncoupled one

electron excitations to I and J from an ATD-DFT or CV(2) calculations. We now have

∆EI,J =∆EI,J
0 + (∆U I)+AI∆U I + (∆UJ)+AJ∆UJ + 2U I

0K
I,J∆UJ

+ 2∆U IKI,JUJ
0 + 2∆U IKI,J∆UJ (8.42)

where we have introduced

∆EI,J
0 = (U I

0 )+AIU I
0 + (UJ

0 )+AJUJ
0 + 2U I

0K
I,JUJ

0 (8.43)

and used that

(∆U I)+AIU I
0 = (∆UJ)+AJUJ

0 = (U I
0 )+AI∆U I = (UJ

0 )+AJ∆UJ = 0 (8.44)
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since U I
0 and UJ

0 are eigenfunctions to AI and AJ , respectively. A differentiation of

∆EI,J with respect to (∆U I , ∆UJ ) affords for the optimal set (∆U I , ∆UJ ) the equation AI KI,J

KJ,I AJ

(∆U I

∆UJ

)
=

(
KI,JU I

0

KI,JUJ
0

)
(8.45)

from which we can determine (∆U I , ∆UJ ) iteratively. To a first approximation the tran-

sition energy for the double excitation can be determined by ∆EI,J
0 of eq (8.43) where

we see that ∆EI,J
0 is different than the two one electron transition energies (U I

0 )+AIU I
0

and (UJ
0 )+AJUJ

0 due to the coupling term 2U I
0K

I,JUJ
0 . A more accurate estimate is

∆EI,J of eq (8.42).

8.4 Concluding remarks

We have here shown that it is possible to extend the constricted variational DFT method

from a single to a double electron transition. Key to this extension is the introduction of

two consecutive unitary transformations generated by U and Ũ . In its most general for-

mulation the double electron transition energy is calculated to all orders in U and Ũ . We

have previously shown that the CV-DFT method for a single electron to second-order

in U is equivalent to ATD-DFT. It is shown here that the second-order CV-DFT method

under certain conditions can be extended to double excitations. When these conditions

are satisfied, our second-order CV-DFT scheme can be considered as equivalent to a

ATD-DFT theory for double excitations.
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Chapter 9

Summary and Outlook

We have presented in this thesis, an analyses of the performance of the CV-DFT method

for the determination of excited-state properties. The main objective was to apply our

method in the studies of electronically complex systems, and provide an explanation for

the cases where it affords accurate performances (when compared to experimental or

some high level ab initio results) as well as cases where it under-performs. Through-

out this work, comparisons were made to other DFT based approaches especially the

∆SCF-DFT and the ATD-DFT methods, and some explanations of the strengths and

weaknesses of these methods are provided.

In Chapter 3, we assessed the performance of the SF-CV(2)-DFT method for the cal-

culation of exchange coupling constant (J) when applied to a series of triply-bridged

Cu(II) dinuclear complexes. A comparison of the J values obtained with SF-CV(2)-

DFT to those due to the BS-DFT method as well as experimental results is provided.

Our methodology showed comparable performance to those obtained by the BS-DFT

method with B3LYP and BHLYP functionals. Overall, the results from the theoretical

calculations showed a strong functional dependence. The SF-CV(2)-DFT method in

addition to providing almost identical results as the BS-DFT method for hybrid func-

tionals, has the capacity to provide a description of the different spin-states in terms of a

configuration interaction of the microstates. This makes our method suitable for the de-

termination of ground- and excited-state properties of systems with multi-determinantal

ground-state description.

We deviated slightly from the general theme of this work in Chapter 4. Here, we

carried out a study of the bonding in the heavier group 14 analogues. The analysis was

carried out with the NOCV-ETS method, it was based on two ArE fragments in their
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doublet ground-state configuration. For E = Si, Ge and Sn, our analysis revealed three

types of bonds whereas the ArPbPbAr system was found to have only a single bond with

a C–Pb–Pb trans-bent angle close to 90o. With the help of the NOCV-ETS scheme, we

were able to obtain qualitative as well as quantitative estimates for the strength of the

various components of the real systems without the need for any modifications to the

systems. We showed that the isopropyl substituents on the components play a stabilizing

role due to the van der Waal attractions between Pri groups on aromatic rings attached

to heavier group 14 atoms as well as hyperconjugation involving donation into orbitals

on Pri. The larger number of Pri groups on the Pb system is responsible for the highly

stable Pb compound. Consequently, large number of Pri groups on a ligand is necessary

for the formation of stable systems that would otherwise be unstable.

Previous studies carried out on the model systems (where Ar = H, CH3) by other

researchers showed a significant diradical character. The SF-CV(2)-DFT method was

applied and it provided proof that support the conclusion that the real systems studied

here have a singlet ground-state and they have very little to no diradical character.

Next, we surveyed the performance of ∆SCF and RSCF-CV(∞)-DFT method for

the studies of Rydberg transitions in 9 different species. In total, 71 triplet or singlet

Rydberg transitions were examined. Our method showed good performance for both

local and hybrid functionals. The performance was considerably better than that of the

ATD-DFT method with the local and hybrid functionals but not as accurate as ATD-

DFT with highly “specialized” functionals. The success of our method for the Rydberg

transitions was due to its ability to afford good estimates of the IP and the EA even for

the local functionals when orbital relaxation is included. The errors in the ATD-DFT

method for Rydberg transition is due to its inability to provide accurate IPs and EAs

with the regular functionals.

The next test set we considered was the tetraoxo d0 TM complexes, Chapter 6. The

ATD-DFT method as well as the RSCF-CV(∞)-DFT method were employed in this

benchmark calculations. This test set contains the 3d complexes, the 4d congeners as

well as the 5d homologues. The RSCF-CV(∞)-DFT method performed better than
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the ATD-DFT method for the 3d complexes. The ATD-DFT method showed a better

performance amongst the heavier tetraoxo systems. For the 4d and 5d complexes, we

saw a comparable performance for both RSCF-CV(∞)-DFT and ATD-DFT methods

with the different functionals. The performance of the RSCF-CV(∞)-DFT methood,

exemplified the idea that our method performed well in cases where the ATD-DFT

method under performs and showed nearly identical performance for the cases where

the ATD-DFT method performs with remarkable accuracy.

The preliminary results on the CT excitations, shown in Chapter 7, were carried

out on three octahedral complexes. Our RSCF-CV(∞)-DFT method showed good per-

formance for the complexes with short distance between the donor and acceptor re-

gions. This observation was true even for the local functionals. The plotted density

change accompanying the excitation gave a clear indication of the kind of excitation

under consideration, although, further work needs to be carried out to make these den-

sities easily accessible in a graphical user interface (GUI). Future work would be car-

ried out on other octahedral complexes (such as [Fe(bpy)3]2+ [329], bpy = bipyridine),

trans(Cl)-Ru(bpy)Cl2(CO)2 [295] and ([Ru(II)(NH3)5(MeQ+)]3+, MeQ+ = N-methyl-

4,4’-bipyridinium) [294]) as well as systems in which there is a clear separation be-

tween the donor and acceptor (r) regions. Further, the performance of our method as a

function of r in systems in which r is adjustable will be studied. This is a necessary re-

quirement for making improvements on our method before it an be used for the studies

of chemically interesting problem by computational and experimental chemist alike.

In Chapter 8, we provided a way of extending the RSCF-CV(∞)-DFT method to

double excitations. Additionally, we demonstrated a procedure for double excitation

within the CV(2)-DFT theory that can also be considered as an extension to the ATD-

DFT method when the TDA is enforced. Future work here would involve the application

of this method to the studies of electronic excitation in systems where double excitations

are important.

To summarise, we have so far reviewed the performance of the CV-DFT method

from its initial formulation (CV(2)-DFT) to the more recent RSCF-CV(∞)-DFT method.
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The CV(2)-DFT method is identical to the ATD-DFT method, however, in the CV(2)-

DFT method, we can easily include higher-order terms. Going beyond the second-

order and adiabatic formulation of TD-DFT is the focus of ongoing research, however,

within the CV-DFT scheme, we have shown clearly an approach for going beyond the

second-order formulation. The higher-order terms are contained in K integrals that

are explainable from the point of view interaction of singly-excited Slater determinant

with a doubly-excited Slater determinant,
〈

Ψi→a|H|Ψi→b
j→c

〉
, doubles interacting with

other doubles,
〈

Ψi→a
j→b
|H|Ψi→c

j→d

〉
, etc. These interactions between singly and doubly-

excited Slater determinants are important for excitations with significant doubles char-

acter. The RSCF-CV(∞)-DFT method is identical to ∆SCF-DFT method for single or-

bital replacement type excitations. So far, our method has shown performances nearly

identical to ATD-DFT for excitations accurately described by ATD-DFT, and a superior

performance for excitations poorly represented by the ATD-DFT method. Additionally,

extensions have been made to the CV-DFT method for double excitations, this is an

important modification for the analysis of excitations with significant doubles charac-

ter, if the important doubles are to be added artificially. Lastly, we have demonstrated

that the CV-DFT method is a viable alternative to the TD-DFT method, however, more

“benchmarking” and improvements are needed before it can be used as a “blackbox”

approach for chemically analysis.
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Appendix A

First Appendix

Tables A.1–A.3 display the results for Complexes 6 – 8 based on SF-CV(2)-DFT with

a(3A) for no symmetry.

Table A.1: Lower Excited States for Complex 6 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

C1 Symmetry
State E, cm−1 Contributing microstates %

3A 0 b(3A) 98
11A 288 a(1A) 35

c(1A) 26
21A 5955 b(1A) 52

a(1A) 47
31A 6674 a(1A) 17

Table A.2: Lower Excited States for Complex 7 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

C1 Symmetry
State E, cm−1 Contributing microstates %

3A 0 b(3A) 98
11A 283 a(1A) 40

c(1A) 32
21A 6066 b(1A) 67

a(1A) 32
31A 6595 a(1A) 27

c(1A) 66

Table A.3: Lower Excited States for Complex 8 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

C1 Symmetry
State E, cm−1 Contributing microstates %

3A 0 b(3A) 96
11A 315 b(1A) 97
21A 5601 a(1A) 96

c(1A) 2
31A 6978 a(1A) 2

c(1A) 96
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Appendix B

Second Appendix

Tables B.1–B.3 display the remaining results from SF-CV(2)-DFT calculations.

Table B.1: Lower Excited States for Complex 9 Based on SF-CV(2)-DFT Calculations
Using LDA-VWN Functional

Cs Symmetry
State E, cm−1 Contributing microstates %
3A′′ 0 b(3A′′) 98
11A′ 166 a(1A′) 65

b(1A′) 33
1A′′ 5730 (1A′′) 100
21A′ 6356 b(1A′) 66

a(1A′) 34

Table B.2: Lower Excited States for Complex 10 Based on SF-CV(2)-DFT Calcula-
tions Using LDA-VWN Functional

Cs Symmetry
State E, cm−1 Contributing microstates %
3A′′ 0 b(3A′′) 98
11A′ 304 a(1A′) 50

b(1A′) 49
1A′′ 6074 (1A′′) 100
21A′ 6482 a(1A′) 50

b(1A′) 50

Table B.3: Lower Excited States for Complex 11 Based on SF-CV(2)-DFT Calcula-
tions Using LDA-VWN Functional

C1 Symmetry
State E, cm−1 Contributing microstates %

3A 0 b(3A) 95
11A 325 b(1A) 95
21A 5853 a(1A) 89

c(1A) 7
31A 6677 a(1A) 7

c(1A) 89
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Appendix C

Third Appendix

Table C.1: Rydberg Excitation Energiesa for Mg Calculated with ∆SCF Using an
extended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

Mg 1S 2s→ 4s 5.27 4.91 5.19 5.58 5.65 5.39
1D 2s→ 3d 5.92 5.53 5.68 5.95 5.90 5.75
1P 2s→ 4pd 5.90 5.66 5.78 6.00 5.98 6.12

3S 2s→ 4s 5.05 4.98 5.13 5.18 5.20 5.11
3D 2s→ 3d 5.66 5.51 5.70 5.88 5.90 5.95
3P 2s→ 4p 5.70 5.54 5.70 5.85 5.85 5.93

MAE 0.18 0.35 0.19 0.12 0.13
RMSD 0.20 0.38 0.21 0.13 0.15

Table C.2: Rydberg Excitation Energiesa for Zn Calculated with ∆SCF Using an ex-
tended basis setb and five different functionals.

State Transition LDA BP86 B3LYP LCBP86*c LCBP86d Expt.e

Zn 1S 4s→ 5s 6.96 6.64 6.70 6.72 6.59 6.92
1P 4s→ 5p 7.71 7.38 7.35 7.61 7.49 7.80
1D 4s→ 4d 7.81 7.46 7.43 7.72 7.51 7.74
1S 4s→ 6s 7.93 8.18 7.97 8.39 8.32 8.19
1P 4s→ 6pd 8.26 8.32 8.62 9.30 9.56 8.51

3S 4s→ 5s 6.81 6.60 6.58 6.55 6.35 6.65
3P 4s→ 5p 7.58 7.29 7.29 7.46 7.48 7.60
3D 4s→ 4d 7.76 7.46 7.46 7.68 7.50 7.78
3S 4s→ 6s 7.82 8.14 7.92 8.34 8.15 8.11
3P 4s→ 6p 8.20 8.22 8.77 9.00 9.19 8.44

MAE 0.15 0.21 0.25 0.25 0.35
RMSD 0.18 0.25 0.27 0.34 0.46

aEnergies in eV. bRef. [1]. cRefers to LC functional combined with BP86 and ω =
0.40. dRepresents LC functional combined with BP86 and ω = 0.75. eKramida, A.;
Ralchenko, Y.; NIST ASD Team 2013. NIST Atomic Spectra Database (ver. 5.1)
[Online]. Available: http://physics.nist.gov/asd [2014, June 19]. National Institute of
Standards and Technology, Gaithersburg, MD.
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Appendix D

Fourth Appendix

The procedure for the calculation of the Rβ matrix in RSCF-CV(∞)-DFT is as follows;

first, the gradient of eq (2.60) with respect to Rβ is given by

d∆E
(∞,2)
M

dRβ
ai

=

∫
F β

KS[ρα0 + ∆ρ̂Uα , ρ
β
0 + ∆ρ

R(1)
β ]

[
∂∆ρ

R(1)
β

∂Rβ
ai

]
0

dν

+

∫
F β

KS[ρα0 + ∆ρ̂Uα , ρ
β
0 + ∆ρ

R(2)
β ]

[
∂∆ρ

R(2)
β

∂Rβ
ai

]
0

dν = Vai (D.1)

where

∂∆ρ
R(1)
β

∂Rβ
ai

= ψβ∗a (1)ψβi (1′) + ψβ∗i (1)ψβa (1′) (D.2)

∂∆ρ
R(2)
β

∂Rβ
ck

= 2

vir/2∑
a

Rakψ
β∗
a (1)ψβc (1′)− 2

occ/2∑
j

Rβ
ckψ

β∗
j (1)ψβk (1′). (D.3)

Here, “i, j, k” refer to the occupied canonical orbitals and “a, b, c” to the virtual ones.

Note that the derivatives in eq (D.1) are taken at Rβ = Rβ
0 which means that the second

term in eq (D.1) is zero at the very first iteration. Thus, the gradient is reduced in that

case to

V 0
ai =

∫
F β

KS[ρα0 + ∆ρ̂Uα , ρ
β
0 + ∆ρ

R(1)
β ][ψβ∗a (1)ψβi (1′) + ψβ∗i (1)ψβa (1′)]dν. (D.4)

Now by making use of the Tailor series expansion for the Fock operator∫
FKS[ρ0 + ∆ρ1]∆ρ2dν =

∫
FKS[ρ0]∆ρ2dν +

∫∫
∆ρ1fHXC∆ρ2dν1dν2 (D.5)

eq (D.4) can be rewritten as

V 0
ai =

∑
bc

∑
ai

∆P̂
U

bcKbc,ā̄i +
∑
jk

∑
ai

∆P̂
U

jkKjk,ā̄i. (D.6)

Here, ∆P̂
U

is the density matrix corresponding to the transition defined by eq (2.48)

[48], and the K integrals are defined by eqs (2.26), (2.27), (2.28), and (2.29). However,
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the same type of integrals as in eq (D.6) is evaluated in wave function theory as the

matrix elements between the following Slater determinants [330]

| . . . ψαc ψ
β
i . . . |

Kbc,āī→ | . . . ψαb ψβa . . . | (D.7)

| . . . ψαkψ
β
i . . . |

Kjk,āī→ | . . . ψαj ψβa . . . | (D.8)

i.e. they describe the interaction between the single and double electron transitions.

Further, the Hessian of eq (2.60) with respect to Rβ is given by

d2∆E
(∞,2)
M

dRβ
aidR

β
bj

=Kā̄i,b̄j̄ +Kā̄i,j̄b̄ +

∫
F β

KS

[
ρα0 + ∆ρ̂Uα , ρ

β
0 + ∆ρ

R(2)
β

]
×

[
∂2∆ρ

R(2)
β

∂Rβ
ai∂R

β
bj

]
0

dν = Hā̄i,b̄j̄ (D.9)

∂2∆ρ
R(2)
β

∂Rβ
ai∂R

β
bj

= ψβa (1)ψβ∗b (1′)δīj̄ − ψβi (1)ψβ∗j (1′)δāb̄. (D.10)

It can be seen that the Hessian defined by eq (D.9) and (D.10) differs from the one

of the second-order theory. Based on eqs (D.1) and (D.9), the Rβ matrix is obtained

from the following response equation

Rβ = H−1V (D.11)

which is solved iteratively in RSCF-CV(∞)-DFT. Alternatively, the inverse of H can

be obtained from its spectral resolution

Rβ =
∑
I

1

ωI
(U Iβ ⊗ U Iβ)V (D.12)

where ⊗ is the Kronecker or outer product, and ωI and U Iβ is the Ith eigenvalue of H

and its eigenvector:

HU Iβ = ωIU
Iβ. (D.13)

The summation in eq (D.12) is over all one-electron excitations of the singly excited-

state Hessian H. Equation (D.12) can also be rewritten for each matrix element as

Rβ
ai =

∑
I

U Iβ
ai C

Iβ (D.14)
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where

CIβ =
1

ωI

∑
bj

U Iβ
bj Vbj. (D.15)

Thus, CIβ play the role of CI coefficients for the doubly-excited states, when Rβ from

eq (D.14) is substituted into the RSCF-CV(∞)-DFT KS-determinant:

ΨU,R
M =|ψ′α1 . . . ψ

′α
i . . . ψ

′α
n φ

β
1 . . . φ

β
i . . . φ

β
n|

→|ψ′α1 . . . ψ
′α
i . . . ψ

′α
n ψ

β
1 . . . ψ

β
i . . . ψ

β
n|

+
∑
I

CIβ|ψ′α1 . . . ψ
′α
i . . . ψ

′α
n φ

Iβ
1 . . . φIβi . . . φIβn |+O(2)[R] (D.16)

with

φIβi =

vir/2∑
a

U Iβ
ai ψ

β
a . (D.17)

It should be stressed here that although eq (D.16) formally includes the summa-

tion over all eigenvectors of H, only a few of them are actually included due to the

perturbation operator V and inverse eigenvalues.
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Appendix E

Fifth Appendix

Table E.1: Calculated Excitation Energiesa for Cr(CO)6 based on the TD-DFT and
DFT/MRI methods.

STATE DFT/MRIb TD-CAMB3LYPb TD-PBE0b TD-PBEb Expt.c

Singlet
11T1g(MC) 4.90/4.76/475 4.99 5.08 5.37
11T1u(MLCT) 4.71/4.70/4.70 4.83 4.71 4.14 4.44
21T1u(MLCT) 5.71 6.42 6.31 5.78 5.48

Triplet
13T1g(MC) 4.53/4.54/4.62 4.48 4.50 4.89
13T2g(MC) 4.54/4.71/4.72 4.76 4.79 5.01

aEnergies in eV. b Ref. [277]. cRef. [288]. fRef. [291]

Table E.2: Calculated Excitation Energiesa for [Fe(CN)5(py)]3− based on the
DFT/MRI and TD-DFT methods.

STATE DFT/MRIb TD-CAMB3LYPb TD-PBE0b TD-PBEb

11A1(MLCT) 1.16 2.19 1.99 1.98
11A2(MLCT) 0.53 1.74 1.27 0.84
11B1(MLCT) 0.52 1.61 2.22 0.79
21B1(MLCT) 1.38 2.76 2.47 1.11
21A2(MLCT) 1.33 2.62 2.09 1.07
11B2(MLCT) 1.39 2.49 2.01 1.36
21B2(MC) 2.82 2.92 3.07 3.33
31B1(MC) 2.93 2.96 3.11 3.63

aEnergies in eV. b Ref. [277].
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Appendix F

Sixth Appendix

Table F.1: Conversion from Atomic unit to SI unit.

Quantity Symbol Atomic unit (au) SI unit

Mass of an electron me 1 9.10938 × 10−31 kg
Electronic charge e 1 1.60218 × 10−19 C
Reduced Planck’s constant ~ 1 1.05457 × 10−34 Js
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