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Abstract

Precise information about the temporal mode of optical states is crucial for optimizing their

interaction efficiency between themselves and/or with matter in various quantum communi-

cation devices. Here we propose and experimentally demonstrate a method of determining

both the real and imaginary components of a single photon’s temporal density matrix by

measuring the autocorrelation function of the photocurrent from a balanced homodyne de-

tector at multiple local oscillator frequencies. We lay the theoretical foundation for our work

and describe the experimental methods involved in detail. We show the results of testing

our method on single photons heralded from bi-photons generated via four-wave mixing in

an atomic vapor. We develop an appropriate theoretical model for our experimental settings

and describe the involved calculations explicitly. The obtained experimental results show

excellent agreement with theoretical predictions for the various settings involved.
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Chapter 1

Introduction

In this thesis, I discuss the technique of polychromatic optical heterodyne tomography (POHT),

developed and implemented by us as a means to characterize a single photon completely in

the time domain. This experimental technique enables one to calculate the temporal den-

sity matrix of a single photon, from which any complex temporal mode structure can be

determined with certainty. The dependence of single photon related measurements on the

temporal mode of the photon will be elucidated later in this section and in chapter 2. In

general, single photons and single photon qubits are key ingredients of most quantum op-

tical experiments such as quantum cryptography [2], quantum teleportation [3], quantum

repeaters [4] and quantum computing [5]. The spatio-temporal mode of those single pho-

tons, and in general of any complex photonic states [6, 7, 8], depends on the experimental

configuration including the characteristics of the generation process [9, 10, 11]. However, the

target application experimental setup may require the single photon states to have a well-

defined modal structure [12] as imperfect mode matching can introduce inefficiencies into the

system [13, 14]. In particular, generation of single photons with a desired temporal structure

and its temporal characterization is of wide interest to research communities implementing

light matter interaction at the single photon level [15, 16, 17].

Having knowledge of the modal structure is crucial for making measurements on states

having a temporal mode function (TMF) φ(t), with a corresponding annihilation operator

in this mode defined as

Â =

∫ ∞
−∞

âtφ(t)dt, (1.1)

where ât represents the instantaneous annihilation operator at time t. For example, homo-

dyne detection of single photon states using a continuous wave local oscillator (LO) requires
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knowledge of the temporal mode to accurately calculate the quadratures as discussed in [18].

Alternatively in pulsed regime, the temporal mode of the LO is matched to the mode of the

single photon, using either a priori knowledge of the single photon temporal mode or by en-

suring that both are prepared identically [19]. An approximate guess of such temporal mode

can be inferred theoretically based upon the bandwidth of any filtering cavities [20] or in

the case of pulses by that of the sources such as pulsed pump lasers. However, the observed

temporal mode may also be affected by experimental imperfections such as birefringence in

the optics, non-ideal detector response functions, and imperfections in either the cavity or

the laser spectra. Hence, precise theoretical modeling of the temporal mode requires detailed

knowledge of the experimental setup. Furthermore, such methods still cannot work for un-

known temporal modes that have perhaps been sent in by a third party in a communications

scheme. To this end, an experimental technique for precise temporal characterization of

single photons in any arbitrary temporal mode would be a valuable tool. While techniques

have been developed for determining the spatial mode of single photons [21, 22], extension

of the same into temporal domain is a challenging task.

Several techniques have been proposed and used for determination of the TMF φ(t) for

single photons. One of the simplest techniques enables determination of the probability of

photon detection |φ(t)|2 as a function of time using counting statistics [23]. However, such

a technique loses any phase information about the temporal mode. A technique which over-

came this problem uses adaptive waveform shaping of the homodyne LO pulses [24], which

heuristically finds the LO temporal mode that maximizes the single photon efficiency. This

occurs when the LO temporal mode matches the signal photon temporal mode, enabling

measurement of φ(t). However, such precise pulse shaping is quite sophisticated experimen-

tally, in particular for ultrashort pulses and cannot be extended to the continuous wave

regime. Furthermore, this technique has been demonstrated only for pure temporal modes.

If the photons are wider than ultrashort pulses or, in other words, if the detection elec-
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tronics is able to resolve the single photon measurements, the time-resolved statistics of a

homodyne detector’s output photocurrent can be analyzed. To this effect, MacRae et. al

showed that the autocorrelation matrix corresponding to the homodyne photocurrent output

can help estimate the real part of the temporal density matrix (TDM) defining the photon’s

temporal mode. This approach has subsequently been utilized for a Schrödinger cat state

and two photon Fock states [25]. However, this technique still lacks the ability to extract the

imaginary part of the TDM because the autocorrelation matrix did not have any dependence

on the imaginary part of the TDM owing to zero detuning of LO with respect to the signal.

Our technique, the details of which is the core of my thesis, allows us to extract both

the real and imaginary part of the TMF. In particular, we characterize the single photon

completely in the time domain by determining its complete complex TDM. Our method

allows us to characterize both pure and mixed temporal modes. We call our technique poly-

chromatic optical heterodyne tomography. The words chosen can be explained as follows. It

is called Polychromatic because it uses multiple colors for the LO beam. We analyze the

beat signal at the output of the homodyne detector which contains the encoded information

about the TDM. This technique of mixing two spectrally offset optical signals to extract

information about one of them is the main principle behind the technique of optical hetero-

dyning. We reconstruct the temporal state (for pure modes) or the TDM (mixed state) from

the heterodyne data, hence, the word tomography. The thesis is organized as follows:

In chapter 2, we discuss the basics of quantum optics. We start with explaining the

quantization of light from where we jump to the quantum states of light. We describe Fock

states, coherent states and squeezed states of light. We then describe how we are able to

generate squeezed states of light in our laboratory using the technique of four-wave mixing.

We then discuss about homodyne detectors and their usage in making measurements on

quantum states of light. From there we arrive at the concept of temporal modes and provide

the motivation for acquiring its knowledge.
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In chapter 3, we introduce our technique of POHT. We lay its theoretical foundations.

Following that we provide the details about the experimental setup and of performing the

experiment.

In chapter 4, we show our experimental results. We calculate the theoretically expected

temporal mode function (TMF) and temporal density matrix (TDM) for the various settings

using the knowledge of our experimental setup. We demonstrate the agreement of the exper-

imental observation with the theoretical predictions. Having obtained the temporal mode

structure, we are able to calculate precisely the single photon efficiency for our experimental

setup by finding out the fock basis density matrix of photon in Fock-basis.

Chapter 5, discusses the importance of our experimental technique along with its short-

comings, possible solutions to them and its applications in the future.
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Chapter 2

Basics of Quantum Optics

2.1 Quantum Theory of Light

The exact nature of light had been a subject of debate for physicists. Sir Issac Newton’s

proposed in his treatise Opticks that light is made up of little particles which obey the same

laws of physics as other masses and are so tiny that the particles in two beams intersecting

each other do not scatter off each other. This was called the Corpuscular theory of light. On

the other hand, the wave theory of light proposed by Huygens claimed that every point on

a wave-front may be considered as a source of secondary wavelets which spread out in the

forward direction at the speed of light. This was further championed by the discovery of

interference of light in 1801 by Thomas Young in his famous experiment popularly known as

the Young’s double-slit experiment which could not be explained by particle theory of light.

Sir James Clerk Maxwell’s electromagnetic (em) theory of light illustrated beautifully how

light can be understood as wave-like disturbances propagating through space. It was not

until the twentieth century that the quantum picture of light started emerging.

Max Planck introduced the concept of quantization of light for the first time in his theory

of blackbody radiation [26]. Albert Einstein’s theory of photoelectric effect treated light as

particles. Dirac’s seminal paper on the quantum theory of light [27] was the first formal

approach to quantizing the light and interpreting the consequences. In this section, we will

review some basic formalism of the quantum theory of light.
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2.1.1 Quantization of light

2.1.1.1 Energy of electromagnetic field

The quantization of em field aims at describing light similar to a quantum harmonic oscilla-

tor. To do so lets start from the solution of Maxwell’s equation which represents the spatio-

temporal mode of light. For a standing em field confined in a box of volume V = Lx×Ly×Lz,

the Fourier series decomposition of the electric and magnetic field can be expressed as

~E(~r, t) =
∑
~k,s

ei
~k·~r~u~k,s(t) + c.c. (2.1)

~B(~r, t) =
∑
~k,s

ei
~k·~r ~w~k,s(t) + c.c. (2.2)

The index s represents the one of the two possible orthogonal polarizations and ~u~k,s(t) and

~w~k,s(t) represent the time-dependent amplitudes of the electric and magnetic field. The index

~k is the wavevector for the plane em wave mode. Due to the boundary conditions for standing

waves in the box, the wavevectors are discretized as ~k = (2πnx/Lx, 2πny/Ly, 2πnz/Lz) where

{nx, ny, nz} ∈ N. The electric field and the magnetic field are perpendicular to each other

satisfying the criterion: ~B = (~k× ~E)/ω, ω being the angular frequency corresponding to the

allowed wavevectors. The total energy for the field represented by Eq. (2.1) can be found

for free space as

Etot =
1

2
(ε0E

2 +
B2

µ0

)

= 2ε0V
∑
~k,s

|~u~k,s(t)|
2 (2.3)

The above expression shows that the total energy of the em field is the sum of the energies

in the individual modes. An important implication of this result is that propagation of one

mode is unaffected by the other modes and that they can be treated separately. Here, we

will show the quantization of one of the modes represented by ~k, s with the same treatment

6



applicable to all other modes. Eq. (2.3) for a single mode can be rewritten as

H~k,s = 2ε0V u
∗
~k,s

(t)u~k,s(t) (2.4)

where H stands for the Hamiltonian of the mode defined by {~k, s}.

2.1.1.2 Transition from Classical to Quantum

Let us introduce the following transformations

X~k,s(t) =

√
2ε0V

~ω
u~k,s(t) + u∗~k,s(t)√

2
(2.5a)

P~k,s(t) =

√
2ε0V

~ω
u~k,s(t)− u∗~k,s(t)√

2i
(2.5b)

Substituting u~k,s from Eq. (2.5) in Eq. (2.4), one can easily show that the Hamiltonian for

a single mode can be expressed as

H~k,s =
~ω
2

[
X2
~k,s

(t) + P 2
~k,s

(t)
]

(2.6)

The expression for the Hamiltonian of a single mode resembles that of a classical harmonic

oscillator1. In classical mechanics, the phase space variables obey the canonical equations of

motion

ṗ = −∂H
∂x

(2.8a)

ẋ =
∂H

∂p
(2.8b)

In quantum mechanics, the canonical equations of motion for the position and momentum

can be written as

Ṗ~k,s = −1

~
∂H

∂X~k,s

(2.9a)

Ẋ~k,s =
1

~
∂H

∂P~k,s
(2.9b)

1The classical Hamiltonian is given as [28]

H =
1

2m

(
p2 +m2ω2x2

)
≡ E, (2.7)

where x, p represent position and momentum of a harmonically oscillating particle of mass m with frequency
and energy ω,E
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The factor of ~ comes from the way the phase space variables are defined in quantum mechan-

ics, namely, X = x/~, P = p/~. We shall assume ~ equal one for simplicity. Additionally,

the Poissonian bracket in classical mechanics translates into a commutator as

[X̂~k,s, P̂~k,s] = i (2.10)

These quantum mechanical operators X̂ and P̂ have the corresponding eigenstates as |X〉

and |P 〉 respectively, such that following hold

X̂~k,s |X~k,s〉 = X~k,s |X~k,s〉 (2.11a)

P̂~k,s |P~k,s〉 = P~k,s |P~k,s〉 (2.11b)

and the orthogonality exists as 2

〈
X~k,s

∣∣∣X ′~k,s〉 = δ(X~k,s −X
′
~k,s

) (2.12a)〈
P~k,s

∣∣∣P ′~k,s〉 = δ(P~k,s − P
′
~k,s

) (2.12b)

The position and momentum eigenstates are related to each other by the de Broglie wave:

〈X~k,s|P~k,s〉 =
1√
2π
eiP~k,sX~k,s (2.13)

Therefore, for any arbitrary state |ψ〉

〈X|ψ〉 =
1√
2π

∞∫
−∞

〈P |ψ〉 eiPXdP (2.14a)

〈P |ψ〉 =
1√
2π

∞∫
−∞

〈X|ψ〉 e−iPXdX (2.14b)

Eq. (2.14) also signifies that the wavefunction in the position and momentum bases are

Fourier transform of each other. Using the above two equations one can find two useful

expressions which we would use later in determining the position space wavefunction of the

2Because these states are not normalizable, they, strictly speaking belong not to the Hilbert space, but
to the so-called rigged Hilbert space. See R. de la Madrid, Eur. J. Phys. 26, 287-312 (2005) for details.
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Fock-states

〈X|P̂ |ψ〉 = −i d
dX

ψ(X) (2.15a)

〈P |X̂|ψ〉 = i
d

dP
ψ(P ) (2.15b)

2.1.1.3 Creation and Annihilation operators

The annihilation operator for a temporal mode is defined as

â~k,s =
X̂~k,s + iP̂~k,s√

2
(2.16)

Corresponding to it, the creation operator can be defined as

â†~k,s =
X̂~k,s − iP̂~k,s√

2
(2.17)

Following commutation relation exists

[â~k,s, â
†
~k′,s′

] = δ~k,~k′δs,s′ (2.18)

The Kronecker-delta3 function comes from the fact that individual modes represented by the

wavevector and polarization index ~k, s are independent of each other as discussed in Section

2.1.1.1. The Hamiltonian for a single mode {~k, s} can then be represented as

Ĥ~k,s = ~ω
(
â†~k,sâ~k,s +

1

2

)
(2.19)

The operator â†~k,sâ~k,s is called the number operator represented by n̂~k,s defined in Eq. (2.21).

2.1.1.4 Fock states

Fock states represented by |n~k,s〉 are the eigenstates of the Hamiltonian operator defined by

(2.19). Since the number operator n̂~k,s and the Hamiltonian Ĥ~k,s commute with each other,

3Kronecker delta function is defined as:

δij =

{
1, if i = j,

0, if i 6= j.

9



therefore, Fock states are also eigenstates of the former. The eigenvalue equations can be

written as

Ĥ~k,s |n~k,s〉 = ~ω
(
n~k,s +

1

2

)
(2.20)

n̂~k,s |n~k,s〉 = n~k,s |n~k,s〉 (2.21)

Eq. (2.21) can further be used along with the commutation relation given by Eq. (2.18) to

arrive at the following important relations

â~k,s |n~k,s〉 =
√
n~k,s |n~k,s − 1〉 (2.22)

â†~k,s |n~k,s〉 =
√
n~k,s + 1 |n~k,s + 1〉 (2.23)

â†~k,s |0~k,s〉 = 0 (2.24)

The eigenvalues of the number operator must be a must be a nonnegative integer. The

reason for this is that energy of an em-field can never be negative. Eq (2.20) allows the

minimum energy of an em-field to be 1
2
~ω (also called zero-point energy) which corresponds

to the lowest energy Fock state that exists, |0〉, called the vacuum state. There are several

evidences for the existence of such a state such as spontaneous emission in atoms, lamb shift

and quantum beats which have been discussed in details in reference [29]. A higher energy

state state can be obtained from the vacuum state by 4

|n~k,s〉 =
(â†~k,s)

n

√
n!
|0~k,s〉 (2.25)

Each consecutive number state is separated in energy by a value ~ω which is a direct impli-

cation of quantization of energy of light. The quantum state of light for mode ~k, s could be

any possible superposition of the Fock states of that mode as

|Ψ~k,s〉 =
∑
n~k,s

cn~k,s |n~k,s〉 (2.26)

4The vacuum state on the right hand side of Eq. (2.25) can be written without the subscript ~k, s. However,

the annihilation operator for mode ~k, s will only excite vacuum state corresponding to mode ~k, s to |1~k,s〉.

10



where, cn~k,s are the probability amplitudes. One can find the wavefunction of the Fock states

using Eq. (2.15), (2.16), (2.24), (2.25) in position space as

ψn(X) =
Hn(X)

π1/4
√

2nn!
e−X

2/2 (2.27)

where Hn(X) are the Hermite polynomials.

In this section, we have been using a specific mode ~k, s. We shall drop this convention

from now on for the sake of clarity unless otherwise we need to be specific about the mode

of a state. In the coming subsection, we shall discuss about a very important quantum state

which comes as a result of a special type of superposition of the Fock states, called coherent

states of light.

2.1.1.5 Coherent states

A coherent state |α〉 is an eigenstate of the annihilation operator with an eigenvalue α (called

the coherent state amplitude):

â |α〉 = α |α〉 (2.28)

where α is a complex number. The coherent state can be decomposed in the Fock basis as

|α〉 =
∞∑
n=0

exp(|α|2/2)αn√
n!

|n〉 (2.29)

Consequently, the photon number distribution for a coherent state is Poissonian. In other

words, if one performs energy measurement on the coherent, the probability to project it

onto a particular Fock state is given by

prn = | 〈n|α〉 |2 = e−|α|
2 |α|2n

n!
(2.30)

A field in coherent state is a minimum uncertainty state with equal uncertainties in the two

quadrature components X̂ and P̂ . Evolution of coherent state with time can be obtained by

action of the evolution operator e−iĤt/~ on the coherent state as

e−iĤt/~ |α〉 = e−iωt/2 |αe−iωt〉 (2.31)

11



This can be interpreted as the initial coherent state |α〉 evolving into a different coherent

state |αe−iωt〉 with time. This corresponds to an clockwise rotation of initial coherent state

with an angular frequency ω in the X − P phase space, where ω is the frequency mode

corresponding to the Hamiltonian Ĥ in Eq. (2.31) under which the coherent state evolves.

2.1.2 Phase space probability distributions

Phase space density is a concept often encountered in classical and statistical mechanics. To

understand it intuitively one can imagine an ensemble of particles. Suppose that there is a

classical 2D system represented in the space of its canonical variables x, p with a certain

distribution of the particles. The probability that a particle chosen at random has certain

values of x and p resembles closely to what we are going to define as Wigner function in the

quantum domain. For the sake of understanding, let us assume that w(x, p) represents such

a classical probability distribution.

Let us consider a classical observable defined as

xθ ≡ x cos θ + p sin θ (2.32)

where θ is the angle made with the x-axis in the phase space. If we make several measure-

ments for this observable, the resulting histogram of the recorded data is called the marginal

distribution pr(xθ). This marginal distribution is the integral projection of the phase space

probability function on a vertical plane oriented at an angle θ with respect to the x axis as

pr(xθ) =

∫ ∞
−∞

w(x cos θ − p sin θ, x sin θ + p cos θ)dp (2.33)

2.1.2.1 Wigner function

For the quantum case, we just need to replace the classical variables x, p with their quantum

counterparts. The quadrature observable is now defined as

X̂θ ≡ X̂ cos θ + P̂ sin θ

=
â†eiθ + âe−iθ√

2
(2.34)
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The marginal distribution for a quantum state with a density matrix ρ̂ is defined as

pr(X̂θ) = Tr(ρ̂X̂θ) (2.35)

In quantum mechanics, Heisenberg’s uncertainty principle prevents one from knowing the

position and momentum of a particle simultaneously. Quantum mechanics also allows the

probability to be negative which is not possible classically. For this reason, Wigner function

is quantum mechanics is called a quasiprobability distribution in the phase space and is

represented by W (X,P ). For a state with a density matrix ρ̂, the Wigner function is defined

as

Wρ̂(X,P ) =
1

2π

∫ +∞

−∞
eiPQ

〈
X − Q

2

∣∣∣∣ ρ̂ ∣∣∣∣X +
Q

2

〉
dQ (2.36)

Wigner function satisfies two important properties of normalization and linearity.∫∫ +∞

−∞
Wρ̂(X,P )dXdP = 1 (2.37)

Wαρ̂1+βρ̂2(X,P ) = αWρ̂1(X,P ) + βWρ̂2(X,P ) (2.38)

In general, Wigner function can also be defined for quantum operators (Ô) similar to Eq.

(2.36) which defined it for a density operator(ρ̂) corresponding to a quantum state. If Â and

B̂ are two operators, Wigner function satisfies the following property

Tr(ÂB̂) = 2π

∫∫ +∞

−∞
WÂ(X,P )WB̂(X,P )dXdP (2.39)

If we substitute B̂ = |m〉 〈n|, Eq. (2.39) can be used for determining the Fock state density

matrix from a given Wigner function.

Wρ̂(X,P ) =

∫∫ +∞

−∞
Pρ̂(X

′, P ′)W|0〉〈0|(X
′ −X,P ′ − P )dX ′dP ′ (2.40)
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2.2 Optical Quantum State Engineering

2.2.1 Squeezed light

2.2.1.1 Squeezing

In the section 2.1.2, we saw that any quantum state of light has some finite uncertainty in

the quadratures which makes the Wigner function of the quantum state spread out in the

phase space. It is a consequence of the Heisenberg’s uncertainty principle which states that

there is always some uncertainty associated with the product of the two observables given

by

∆X∆P ≥ 1

2
(2.41)

Coherent states have an uncertainty as close to a classical state as quantum mechanics allows.

For this reason it is often called the minimum uncertainty state. Because coherent states are

displaced vacuum states, it has the same uncertainty in position and momentum quadrature

as the vacuum state, product being equal to the minimum allowed by the Heisenberg’s

uncertainty principle (see Eq. (2.41)). Squeezed light in quantum optics can show even

lower uncertainty in one of the quadratures but at the cost of increased uncertainty along

the conjugate quadrature.

2.2.1.2 Single mode squeezed light

The squeezing operator for a single spatio-temporal mode can be represented as

Ŝ(ζ) = exp[−iζ(â2 − â†2)] (2.42)

where, ζ is the squeezing parameter. For a physical system producing squeezed light, the

squeezing parameter depends on the product of coupling strength and the interaction time

system components. The effect of this operator on the quadratures is given as

X̂ → X̂e−ζ (2.43)

P̂ → P̂ e+ζ (2.44)
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2.2.2 Four-wave mixing (FWM)

2.2.2.1 Two-mode squeezing: Quantum treatment of Four-wave mixing

In our experimental system we use a nonlinear process known as four-wave mixing which

will be discussed in the following section. Four-wave mixing in its simplest sense involves

interaction of light in two spatio-temporal modes to generate a two-mode output state. This

output state generated is called two-mode squeezed state. The two mode squeezing operator

is given by

Ŝ2(ζ) = exp[−iζ(â1â2 − â†1â
†
2)] (2.45)

The squeezing generated by such an operator is results in following transformations

â1 → â1 cosh ζ − â†2 sinh ζ; (2.46)

â2 → â2 cosh ζ − â†1 sinh ζ; (2.47)

X̂1 ± X̂2 → (X̂1 ± X̂2)e∓ζ ; (2.48)

P̂1 ± P̂2 → (P̂1 ± P̂2)e±ζ ; (2.49)

2.2.2.2 Classical treatment of FWM in atomic vapor

Four-wave mixing in an atomic vapor produces highly multimode (frequency and spatial)

quantum-correlated twin beams which display continuous variable entanglement such that

for a given pair of spatio-temporal modes the quantum fluctuations in one mode cannot be

described independently of the other mode. We use Rubidium 85 vapor as the atomic gain

medium which exhibits χ(3) nonlinearity when the phase matching conditions are met. In

this section, we shall see some of the aspect of the process in detail.

A nonlinear interaction in achieved in a medium because of its response to external

electric field in the form of induced polarization. In general the response of materials to an
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applied electric field ~E can be expressed as

~P (t) = ε0
1

2π

+∞∫
−∞

χ(1)(τ) ~E(t− τ)dτ

+ε0
1

(2π)2

+∞∫∫
−∞

χ(2)(τ1, τ2) ~E(t− τ1) ~E(t− τ2)dτ1dτ2

+ε0
1

(2π)3

+∞∫∫∫
−∞

χ(3)(τ1, τ2, τ3) ~E(t− τ1) ~E(t− τ2) ~E(t− τ3)dτ1dτ2dτ3

+ . . . (2.50)

where χ(n) represents nonlinear electric susceptibility tensor of order n [30]. Spontaneous

parametric down-conversion [31] and four-wave mixing [32] are two processes which show

a high nonlinear response because of χ(2) and χ(3) susceptibility We can rewrite the above

expression in the frequency domain as

~P (ω) = ε0χ
(1)(ω) ~E(ω)

+ε0

+∞∫∫
−∞

χ(2)(ω1, ω2)δ(ω − ω1 − ω2) ~E(ω1) ~E(ω2)dω1dω2

ε0

+∞∫∫∫
−∞

χ(3)(ω1, ω2, ω3)δ(ω − ω1 − ω2 − ω3) ~E(ω1) ~E(ω2) ~E(ω3)dω1dω2dω3

. . . (2.51)

The delta function in the Eq. (2.51) shows that the frequency of the induced polarization

is the sum of all the possible (both negative and positive) frequencies of the applied elec-

tric fields. In the case of atomic vapor like in our system, the first order susceptibility is

vanishingly small and the second order susceptibility vanishes due to its isotropicity [30].

Therefore, the three frequency modes interact with each other with the help of 3rd order

susceptibility as:

~PNL
i (ω) = ε0

∑
ijkl

χ
(3)
ijkl(ω1, ω2, ω3)δ(ω − ω1 − ω2 − ω3) ~Ej(ω1) ~Ek(ω2) ~El(ω3)dω1dω2dω3, (2.52)
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(a)

5S , F = 21/2

5S , F = 31/2

5P1/2

3.035 GHz

~1 GHz

(b) (c)

Figure 2.1: (a) FWM mechanism: Two pump photons of frequency (ωp, red) interact to
generate one photon of idler (ωi, orange) and one photon of signal (ωs, blue). The output
beams are at certain angle (not necessarily the same) to the incident pump beam. The
dashed line shows the orientation of the seed beam being roughly in line with the idler beam
for alignment purpose. (b) The 85Rb three-level Λ system, with the fields’ configuration
shown. [1]. (c) The gain-profile of the FWM process with respect to the seed detuning.

The interaction mechanism in shown in the Fig. (2.1). Two identical pump photons (with

wavevector ~kp, frequency ωp) acts as the input and generate output beams: idler (wavevector

~ki, frequency ωi) and its conjugate, signal (wavevector ~ks, frequency ωs). Conservation of

energy and momentum for this process gives the following relation.

2ωp = ωs + ωi (2.53a)

2~kp = ~ks + ~ki (2.53b)

Assuming that the electric fields are slowly propagating and roughly collinear along direction

(say z) 5, we can write total electric field at any point as

~Em(~r, t) = ~Em(z)ei(
~kmz−ωmt) + c.c., where m ∈ {p, s, i} (2.54)

such that E(z) gives the slowly varying envelop amplitude along the propagation axis z. The

three beams represented by Eq. (2.54) may interact with each other to generate 44 possible

output frequencies for the induced polarization but only one combination6 survives owing to

5The probe beam and its conjugate make a small angle with the pump such that the momentum conser-
vation holds (See Eq. (2.53b)) but we can assume collinearity for simplicity

6It should be noted that FWM has a finite gain bandwidth and so will the output idler and the signal
frequencies as long as they satisfy Eq. (2.53). However, out of the 81 components of χ(3), only one component
turns out to be effective which in turn restricts the frequency of the induced polarization according to Eq.
(2.52).
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the constraint posed by the tensor nature of the χ(3) susceptibility and polarization direction

of the interacting beams. Therefore, rewriting Eq. (2.52) using Eq. (2.54) and treating the

electric field as scalars, we get

~PNL
i (ωi) = ε0χ

(3)E2
pE∗s ei(2kp−ks)z−(2ωp−ωs)t = ε0χ

(3)E2
pE∗s ei(2kp−ks)z−ωit (2.55)

where the subscript stand for signal (s), idler (i) and pump (p) and χ(3) ≡ χ
(3)
ipps(ω) To see

the dynamics of the system we should solve the wave equation

(∇2 − ∂2
t )E =

1

c2ε0
∂2
t P (2.56)

under the assumptions of slowly varying amplitude7 and paraxial wave approximations8.

From Eq. (2.54),(2.55),(2.56), we get for the idler field

∂zEi = iκE∗s ei∆kz (2.57)

where ∆k = 2kp− ki− ks is defined as the phase mismatch parameter and κ = kiχ
(3)

2cε0
ε0cE2

p =

kiχ
(3)

2cε0
Ip is a constant depending upon the pump intensity Ip which is constant as a result of

the assumption that the pump does not get depleted. The signal field is obtained similarly

∂zEs = iκE∗i ei∆kz (2.58)

Assuming9 ∆k ≈ 0 and Differentiating Eq. (2.57) and (2.58), we can arrive at the coupled

differential equation

∂zEi = iκE∗s (2.59a)

∂zEs = iκE∗i (2.59b)

Solving the coupled differential equation 2.59 and implementing boundary conditions in

terms of Ei(0) and Es(0) we can obtain the following solution

Ei(ζ) = Ei(0) cosh(ζ) + E∗s (0) sinh(ζ) (2.60)

Es(ζ) = Es(0) cosh(ζ) + E∗i (0) sinh(ζ) (2.61)

7It states that the variation in the shape of the envelop in time and space occurs much slower than the
period and wavelength respectively. Mathematically ∂zE � kE and ∂tE � ωE and second derivatives vanish.

8 ∂2zE � 2ik∂zE
9In our system λs ≈ λi ≈ λp
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where ζ ≡ |κ|z . Replacing the electric field amplitudes by corresponding annihilation

operators

Ei(0) → âi(0) , (2.62a)

Es(0) → âs(0) , (2.62b)

Ei(ζ) → âi , (2.62c)

Es(ζ) → âs , (2.62d)

we can retrieve the two-mode squeezing transformation given by Eqs. (2.46) and (2.47).

2.3 Detection of quantum light

2.3.1 Principle behind homodyne detection

Homodyne detection is a well known technique which is used to determine the field quadra-

tures of an electromagnetic mode. A typical homodyne setup looks as shown in Fig. 2.2.

The setup consists of a 50 : 50 beam splitter, the output spatial modes of which are inci-

dent on identical photodiodes. The output of the homodyne detector is the difference in the

photocurrent of two photodiodes. One of the input modes is a high intensity CW classical

beam called the local oscillator (LO) which is spatially mode matched with the signal beam

(the other input mode) to be detected. The signal beam is allowed to fall on the other input

port of the beam splitter. Division of amplitude takes place and the output mode consists of

interfering LO and signal field. It turns out that the output of the homodyne is proportional

to the electric field amplitude of the signal or quantum mechanically the quadrature of the

signal field mode. The calculation for the same has been described below.

Let the two input modes to the 50:50 beam splitter (refer Fig. 2.2) be represented by

annihilation operator â1 and â2 . The output modes â′1 and â′2 are then given by the beam
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Figure 2.2: A typical homodyne detection setup: The two input modes â1 and â2 combine
on a 50 : 50 beam splitter (BS) to give the corresponding output modes â′1 and â′2 which are
detected with pair matched photodiodes D1 and D2. The electronics of the detector subtract
and amplify the difference of the photocurrent (Iout) generated by the two detectors to give
an output voltage proportional to Iout.

splitter transformation as

â′1 = (â1 − â2)/
√

2 (2.63)

â′2 = (â1 + â2)/
√

2 (2.64)

The intensity of the two output modes are detected by the two photodiodes are proportional

to the mean photon number in the two modes given by

Iout(t) = A (n̂′2 − n̂′1)

= A
(
â′†2 â

′
2 − â

′†
1 â
′
1

)
= A

(
â†1â2 + â1â

†
2

)
(2.65)

Substituting one of the inputs as a coherent state with an optical phase θ′ = ωt + θ0 and

magnitude |αLO| as â2 = |αLO|e−i(ωt+θ0) = |α|e−iθ′ where the frequency ω corresponds to

the frequency of the LO derived from an almost single-mode (in frequency) laser. It is

important to mention this because if the signal happens to be of a different frequency (say

ωs), then the output photocurrent from the homodyne detector would have beats with a
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frequency δω = |ω − ωs| which will be evident once we write the evolution of signal mode

as â1(t) = a1e
−iωst and substitute â1 and â2 into Eq. (2.65). In such a case, we obtain the

homodyne output current to be

Iout(t) = A|αLO|
(
â†1(t)e−iθ + â1(t)eiθ

)
= A|αLO|

(
â†1e
−i(δωt+θ0) + â1e

i(δωt+θ0)
)

(2.66)

For our experiment we are not varying the initial phase of the LO θ0. This phase can be

varied for example by introducing a piezoelectric transducer mounted mirror in the LO beam

path or even just by the temperature related air refractive index fluctuations. However, the

time scale over which one data sample is recorded is usually too small to consider the effect of

changes in refractive index or otherwise it cannot be neglected [33]. Therefore for simplicity

we can assume θ0 = 0. We get

Iout(t) = A|αLO|
(
â†1e
−iθ + â1e

iθ
)

(2.67)

where θ = δω · t is the relative optical phase. Comparing Eq. (2.67) with Eq. (2.34), we can

easily see that Eq. (2.67) can be rewritten as

Iout(t) = 21/2A|αLO|X̂θ(t) (2.68)

where everything other than the quadrature X̂θ is constant.

2.3.2 Importance of temporal mode function (TMF) in measurements

Eq (2.68) represent the output photocurrent of the homodyne as a function of time. The

annihilation operator in the right hand side of the equation imply that the quantum state

of light being measured upon is in a temporal mode like a delta function. However, in

actual experiments, the spatio-temporal mode function of single photons generated have a

finite time-bandwidth depending upon the properties of the source. Therefore, the photon

annihilation operator is a weighted superposition of the single mode annihilation operator
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âω. This can be represented by10

Â =

+∞∫
−∞

φ̃(ω)âω(0)dω (2.69)

Since frequency and time space are Fourier images of each other, therefore, one can obtain

Eq. (1.1) from Eq (2.69) by expressing φ̃(ω) in the temporal basis as follows11

Â =

+∞∫
−∞

φ̃(ω)âω(0)dω

=

+∞∫
−∞

 +∞∫
−∞

φ(t)e−iωtdt

 âω(0)dω

=

+∞∫
−∞

φ(t)

 +∞∫
−∞

âω(0)e−iωtdω

 dt
=

+∞∫
−∞

φ(t)âtdt (2.70)

Since quadrature X̂θ(t) has one to one correspondence with the annihilation operator of the

signal â1 (see Eq. (2.67)), therefore, the observed quadrature measurements corresponding

to a broadband signal photon is obtained as an integration of the homodyne photocurrent

over the TMF φ(t) of the signal photon as [18]

Q̂meas =

∫
X̂θ(t)φ(t)dt

= C

∫
Iout(t)φ(t)dt, (2.71)

where, C is a constant equal to
√

2A|αLO|. The above way of determining the measured

quadrature is valid only if the temporal mode φ(t) is real. In case of a complex temporal

10In Eq. (2.69), the annihilation operator for frequency mode ω is defined for an instance t = 0. Looking
back in to literature (see chapter 10 of [34]), one can see that the notation of writing âω(t = 0) is the correct
notation. But the time is generally ignored unless there is any kind of time evolution to be taken care of as
in atom-photon interaction (See [35]).

11ât must not be confused with the âω(t) = aω(0)e−iωt. The latter is a single mode annihilation operator
in the Heisenberg’s picture, whereas the former is an annihilation operator like a delta function in time i.e.,
with infinite uncertainty in the frequency as opposed to former.
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mode, we will have to substitute the actual annihilation operator Â from Eq. (2.70) instead

of â1(t) into the expression for the homodyne current output given by Eq. (2.67) to get the

observed quadrature as

Q̂actual = C ′
∫
φ∗(t) â†t e

−iθ dt+ c.c. (2.72)

Eq. (2.71) and (2.72) have excluded the dependence of the measured quadrature on the

temporal mode of the LO in the sense that the LO is assumed to be CW. In case the LO

is pulsed, then the quadrature corresponding to the signal will be measured in a temporal

mode which is the product of the temporal mode of the LO and that of the signal. This

dependence can be easily observed if one substitutes operator â2 corresponding to the LO

mode as â2 = |αLO|u(x, t)e−i(ωt+θ0) = |α|u(x, t)e−iθ and the signal annihilation operator as

Â (from Eq. (2.70)) into the expression for homodyne photocurrent obtained in Eq. (2.65).

A detailed treatment can be found in the Ref [36]. Another assumption inherent in the

expressions for measured quadrature (Eq. (2.71) and (2.72)) is that the homodyne detector

time resolution is sufficient such that the output photocurrent can be integrated over the

temporal mode of the signal.

It turns out that determining the single photon TMF φ(t) is an important and challenging

task. In Chapter 3, we shall explain our experimental technique which can be used to

determine the TMF of a single photon in any unknown temporal mode, pure or non-pure.
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Chapter 3

Polychromatic optical heterodyne tomography

(POHT)

As discussed in chapter 1 and in section 2.3.2, having information about the temporal mode

of a single photon is crucial in implementing measurements on the single photon such as

quadrature measurement using homodyne detector or in general for implementing single

photon or single photon qubit based quantum optical techniques such as quantum com-

munication, quantum teleportation, quantum memory, quantum repeaters and quantum

computing protocols. Eq. (2.70) is key to dependence of any measurement on the temporal

mode of the single photon. Section 2.3.1 dealt with finding out the quadratures for state

reconstruction if the temporal mode is known. However, in this chapter and the next, we

shall look in-depth at the theory and implementation details of our technique, which we call

Polychromatic optical heterodyne tomography, that can be used in an opposite circumstance

i.e., to determine an unknown temporal mode structure from quadrature data.

3.1 Theoretical details

3.1.1 Notation details

The pure temporal mode of a photon is defined by the annihilation operator as defined in

Eq. (1.1) where φ(t) is the TMF and ât is the instantaneous annihilation operator 1 at time

1the concept of single photon at an instant is ill-defined. It is only approximately valid as long as the
spectral width of the photon is less than its frequency. Refer Fedorov et. al. [37] for detailed discussion on
this matter.
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t. A single photon in this mode may then be written as

|1〉φ = Â† |0〉

=

∞∫
−∞

φ∗(t)â†t |0〉 dt (3.1)

In actual laboratory setups, the electronics used in the measuring systems have a finite

resolution due to their bandwidth and also due to their memory buffer structure. In simple

words, it implies that for measuring photocurrent corresponding to the signal photon over

a certain time interval, there are finite number of data points that can be taken. This gives

us the concept of time-bins as a consequence of the discussed detector electronics resolution.

Due to this digital nature of our data acquisition system, we can convert the integration in

Eq. (3.1) to a summation over the time bins as

|1〉φ =
∑
k

φ∗(tk) |1k〉 (3.2)

such that normalization holds for φ(t) as

∑
k

|φ(tk)|2 = 1 (3.3)

In the notation used in Eq. (3.2), tk represents the kth time-bin and |1k〉 is the state contain-

ing one photon in the kth time bin and vacuum in all other bins. As a general convention

for the rest of the text, it shall be assumed unless mentioned otherwise that |nk〉 is a state

containing n photons in the kth time-bin. The creation operator in general for the kth time

bin would obey the following relationship

â†k |nj〉 = (1− δjk) |1knj〉+ δjk
√
n+ 1 |(n+ 1)j〉 (3.4)

In general, for any single photon state, with pure or non-pure modal structure, the density

operator completely characterizes the state. It can be represented as
∑

mn ρmn |1m〉 〈1n|,

where ρmn is the TDM in the time-bin basis. For photons with non pure modes, the TDM
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can also be expressed a statistical mixture of pure modes. In the diagonal representation, it

looks like

ρ̂ti,tj =
∑
k

pkφ
∗
k(ti)φk(tj), (3.5)

where, pk is the eigenvalue or weight of the kth mode φk(t). Having defined the convention

in the present section, the next one focuses on the theory behind the technique of POHT.

3.1.2 Theory

The technique of POHT uses multiple LO frequencies for homodyne measurements and

extracts the TDM of the prepared single photon from the autocorrelation statistics of the

homodyne photocurrent. The output photocurrent from the homodyne detector for the jth

time-bin I(tj) is proportional to the quadrature

X̂j = (âje
−i(θj) + â†je

i(θj))/
√

2 (3.6)

where θj = δω · tj + θ0 is the optical phase difference between the LO and the signal. Here

δω is the frequency detuning between the LO and the signal and θ0 the LO relative phase

at t = 0. . The autocorrelation matrix for the homodyne current is then

〈I(tj)I(tk)〉 ∝ 〈X̂jX̂k〉 = Tr[ρ̂X̂jX̂k] =
∑
mn

ρmn 〈1n| X̂jX̂k |1m〉 , (3.7)
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where each matrix element can be evaluated using Eq. (3.4) and Eq. (3.6) as

〈1n| X̂jX̂k |1m〉 = 〈1n| X̂j
(âke

−i(θk) + â†ke
i(θk))√

2
|1m〉

=
1√
2
〈1n| X̂j

(
δkm(|0k〉 e−iθk +

√
2 |2k〉 eiθk) + (1− δkm) |1k1m〉 eiθk

)
=

1

2
〈1n| (âje−i(θj) + â†je

i(θj)) ·(
δkm(|0k〉 e−iθk +

√
2 |2k〉 eiθk) + (1− δkm) |1k1m〉 eiθk

)
=

1

2
〈1n|

[
2δkmδjke

i(θk−θj) |1k〉+ (1− δkm)δjke
i(θk−θj) |1m〉

+(1− δkm)δjme
i(θk−θj) |1k〉+ δkme

i(θj−θk) |1j〉+
√

2
√

3δjke
i(θk+θj) |3k〉

+(1− δjk)
√

2ei(θk+θj) |1j2k〉+ (1− δkm)δjke
i(θk+θj) |2k1m〉

+(1− δkm)δjme
i(θk+θj) |1k2m〉+ (1− δkm)(1− δjk)(1− δmk) |1j1k1m〉

]

=
1

2

[
2δkmδjke

i(θk−θj)δkn + (1− δkm)δjke
i(θk−θj)δmn + (1− δkm)δjme

i(θk−θj)δkn

+ δkme
i(θj−θk)δjn + 0

]
(3.8)

The 0 obtained in the last step comes from the terms for which the inner product goes to

zero. Substituting the relative optical phases θt = δω · t as discussed in section 2.3.1 (see Eq.

(2.67)), and canceling out the redundant Kronecker-delta functions we obtain

〈1n| X̂jX̂k |1m〉 =
1

2

[
e−iδω(tk−tj)δkmδnj + δjkδnm + e−iδω(tj−tk)δjmδnk

]
(3.9)

Note that Eq. (3.9) does not depend on any initial phase θ0 of the coherent state due to the

phase uncertainty of Fock states. We can perform the summation over m,n in Eq. (3.7)

using Eq. (3.9) as

∑
mn

ρmn 〈1n| X̂jX̂k |1m〉 =
1

2

∑
n

[
ρkne

−iδω(tk−tj)δnj + ρnnδjk + ρjne
−iδω(tj−tk)δnk

]

=
1

2

[
ρkje

−iδω(tk−tj) + δjk
∑
n

ρnn + ρjke
−iδω(tj−tk)

]
(3.10)
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Using the information that the TDM is normalized and Hermitian,

∑
n

ρnn = 1 (3.11)

ρjk = ρ∗kj (3.12)

we obtain from Eq. (3.10),

〈X̂jX̂k〉 =
1

2
δjk + Ajk. (3.13)

The first term in Eq. (3.13) corresponds to the autocorrelation matrix for the vacuum. The

second term, which we call the reduced autocorrelation matrix, is directly related to the

photon’s TDM:

Ajk = Re[ρjk] cos[δω(tj − tk)] + Im[ρjk] sin[δω(tj − tk)]. (3.14)

If the LO frequency is same as that of the signal, i.e., at δω = 0, the autocorrelation matrix

depends only on the real part of the TDM. However, by using δω 6= 0 one obtains access

to its imaginary part. Eq (3.14) is the crux of our method of POHT because when the

detuning δω is non-zero, then the dependence of the autocorrelation matrix on both real and

imaginary parts of the TDM allows us to access the complete complex TDM of the single

photon.

3.2 Experiment

3.2.1 Experimental setup

The experimental setup is shown in 3.1. We start by generating the two-mode squeezed

vacuum state from the FWM setup in atomic vapor as discussed in section 2.2.2.2. We

use coherent double Raman scattering (four-wave mixing) in an ensemble of Λ-type atoms

(see Fig. 2.1b for the energy level diagram) to generate a two-mode squeezed state in a

non-degenerate phase-matched configuration [38]. A hot 85Rb vapor cell is pumped by

a 1.2 Watt laser beam at 795 nm derived from a continuous-wave Tekhnoscan TIS-SF 777
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Figure 3.1: Outline of our experimental setup - (EOM: electro-optic modulator; SPCM:
single photon counting module; C1, C2: filter cavities; PLL: phase lock loop; AOM: acousto-
optic modulator; E: Camera; D: photodiodes; P: PBS; F: single mode optical fiber;M: mir-
rors). The master laser generates the pump beam and the phase-locked diode laser generates
the LO beam. The signal (blue) goes to the homodyne detector, whereas the idler beam
(orange) passes through C1 (55 MHz) and C2 (7 MHz) before detection on a SPCM. The
EOM between C1 and C2 is optional. All optional components and optical paths are shown
with dashed line.
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Ti:Sapphire master laser. The signal and idler beams are spatially separated from the pump,

and a specific spatial mode is selected in the idler channel using a single-mode fiber (F1).

Subsequently, the idler channel is subjected to spectral filtering by means of a lens cavity

(C1) of a 55 MHz bandwidth [39] and a conventional Fabry-Perot cavity (C2) of bandwidth

γ/2π = 7 MHz. The usage of two cavities with incommensurate free spectral ranges ensures

that the combined spectral filter has a single transmission peak of 7 MHz width. The task

of cavity C1 is to eliminate any residual pump photons which may have propagated into

the idler channel because of imperfections or instability in polarization of the pump photons

causing some of them to escape transmission through the PBS P7 and P8. At the same

time the cavity C1’s linewidth is comparable to FWM bandwidth (about 50 MHz). This is

another reason why the effect of cavity C1 on the temporal mode structure of the remotely

prepared photons is negligible.

The idler beam is then coupled to a PerkinElmer single photon counting module (SPCM)

with a dark count rate below 100 Hz. Both cavities are maintained at a stable frequency

by using an alignment beam (seed) which is unblocked every few seconds to monitor and

readjust the laser to the cavity resonance frequency. Detection of an idler photon projects

the signal onto a single photon in a well-defined spatio-temporal mode conjugate to the

idler. The spatial mode is selected by the placement of the guiding single mode fibers in the

idler channel. This signal channel is mode-matched with a continuous-wave LO (18 mW)

for homodyne detection [18]. The LO is derived from a diode laser that is locked and phase

stabilized with respect to the pump using an optical phase-lock loop (PLL) [40].

A seed beam is used in the idler channel for alignment purposes as the flux of single

photons generated by FWM is so small that it is impossible to observe the beam with naked

eye or classical detectors. The seed beam is a weak coherent beam but strong enough so as

to allow us any classical alignment of the experimental setup. It can be derived from either

the master laser through an acousto-optic modulator (AOM) or through the LO beam. We
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ensure that the seed beam and the idler beam are almost mode matched spatially by the

following procedure. The set of mirrors represented by M3 is used in conjunction with the

PBS P6 and P5 to align the seed beam. A camera (not shown in the figure) is placed after

P8 in the reflected channel. The transverse profile of the signal, idler and the residual pump

beam can be seen on the camera. The seed is adjusted so as to maximize the signal beam

intensity. Among other things to take care of is the relative symmetric alignment of the

seed, signal and residual pump. A symmetrically positioned Gaussian transverse profile of

the signal beam with a gain of almost one signifies good alignment of the vapor cell for

phase-matching. Apart from that the seed is used for classical aligning the cavities C1 and

C2 so as to transmit the Gaussian beam through the fundamental TE mode of the cavity.

Another use of the seed beam is to maximize the coupling of single mode fiber F1, F2 and

F3. One may also block the output of the AOM and then scan the LO beam across the idler

frequency using the laser controller so as to determine the transmission spectrum of cavity

C1. A laser shutter [41] in the seed channel is used for blocking the seed beam while data

acquisition is active so as to protect the SPCM.

3.2.2 Performing the experiment

3.2.2.1 Aligning the homodyne detector

Assuming that the pump laser is lasing at the desired frequency and with about 1.2 Watt of

power, the first step in performing the experiment is to align the setup without cavity C2 and

EOM to obtain maximum single photon efficiency. To this end, LO and the signal beams are

spatially mode matched with the help of camera E1 and photodetector D1. The signal beam

is very weak. So we use stimulated FWM, where the seed beam (dashed orange line) is sent

along the idler channel through the 85Rb vapor cell. Once that is ensured, the homodyne

detector is balanced with the help of LO beam with the signal beam blocked. To ensure that

the detector is balanced, we look at the output of the homodyne on an oscilloscope which

should be as less as possible (10 mVp-p in our case). We then check the output spectrum
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of the homodyne detector on a spectrum analyzer which should be almost a plateau in the

region of 1-100 MHz [18]. If the output has some peaks in the plateau region, possible reason

could be unequal optical path length in the two arms leading to a mismatch in their arrival

times causing beats. Aligning the homodyne can get rid of such noise. We observed that

the characteristic shape of the plateau changed if the LO strength was not sufficient. In our

case we used ∼ 18 mW of LO power.

3.2.2.2 Monitoring single photon efficiency without narrowband cavity

The purpose of this step is to verify that the single photon detection efficiency is good enough

for the experiment to be carried out. Only cavity C2 is used in this step. The bandwidth

of the cavity is comparable to the bandwidth of the FWM process while its main function

is to filter out the residual pump photons. Because of comparable bandwidth of the cavity

to that of the FWM gain bandwidth, it leaves the temporal profile of the photons generated

via FWM unchanged. The expected temporal mode is assumed to be roughly Gaussian

with a spread τ ∼ 1/∆νFWM. The knowledge of the approximate temporal mode allows us

to calculate quadratures in real time (using Eq. (2.71)) for estimating the single photon

efficiency in real time. The procedure and the underlying techniques are explained further

in this section.

After having aligned the homodyne and mode-matched the LO and the signal beam we

open the signal channel and connect the output of cavity C1 directly to the SPCM using

the single mode fiber F2. Before switching on the SPCM we ensure that the seed beam

is blocked at multiple points including the part of LO that contributes towards the seed

beam and that the AOM beam is off. The SPCM trigger and the homodyne output are

capable of being delayed in time with respect to each other with the help of self designed

data acquisition software and externally through BNC cables. Once the SPCM is on, we

can roughly monitor the single photon efficiency by using our self made software[42]. The

software works on the following principle. Upon receiving the a trigger from the SPCM, it

32



is able to acquire certain number of homodyne data traces of certain duration (usually a

few hundred nanoseconds) each centered around the trigger point which is defined as the

point when the ‘click’ from the SPCM is detected. From the acquired traces it calculates

the quadrature2 from Eq. (2.71) from which it can find out the variance in quadrature of

the acquired traces. At the start of the alignment process, the signal is blocked such that

the data acquired corresponds to the vacuum state. The variance of vacuum calculated

from there serves a benchmark for calculating the single photon efficiency. With the signal

unblocked, the software keeps acquiring batches of data corresponding to the signal and

compares the variance in the quadratures of signal with that of the vacuum data acquired

earlier. It then updates in real time the single photon efficiency on the computer display.

It must be emphasized here that the efficiency displayed by the software is an approximate

measure because we use a guess temporal mode which can be approximately calculated from

the bandwidth of the FWM process and the lens cavity linewidth.

The purpose of monitoring the efficiency is to carry out the alignment of the signal beam

and the idler beam for maximizing the single photon detection efficiency. To align the signal

beam one uses mirrors and lenses after the intercepting mirror (M5) and before the PBS

(P9). For aligning the idler beam one can use the mirrors and lenses between intercepting

mirror (M6) and fiber connector before single mode fiber F1. The fiber determines the spatial

mode of the idler and hence of the conjugate signal photons. Another fiber F2 couples the

filtered single mode idler beam to the SPCM. It is assumed here that the fibers F1 and

F2 are aligned with maximum coupling efficiency and that the cavity C1 transmits all the

light through its fundamental Gaussian TE mode. The alignment talked about in the last

sentence is completely classical and can be done with the help of the seed beam as discussed

in the previous sections.

The pump laser may drift sometimes because of which the transmission through cavity C2

2For live data monitoring we assume a roughly Gaussian TMF with standard deviation comparable to
that of the bandwidth of the FWM process as discussed in the start of this section
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drops resulting in a low count rate and in loss of efficiency. For this reason, it is advisable

to monitor the single photon count rate and adjust the pump frequency after every few

minutes. Once maximum single photon efficiency is achieved we move onto incorporating

the new cavity C2 as discussed in the next section 3.2.2.1. I would also like to mention here

that the frequency of the pump corresponding to maximum count rate achievable does not

necessarily correspond to maximum single photon efficiency. The reason for that is there

could be Raman scattered photons which may have originated from an atom in one of the

other ground states of the lambda level scheme of our system of rubidium atoms (refer to

Fig. 2.1b). Such a photon is not generated by FWM process and hence there does not exist

any signal photons corresponding to it. For this reason we maximize the transmission of

C2 for maximum single photon efficiency and not for maximum count rate. The maximum

count rate and the count rate corresponding to maximum single photon efficiency were ∼ 1

MHz and ∼ 250 KHz respectively in the actual experiment. It is for this reason that the seed

beam which is used aligning any cavity in the idler channel is red detuned from the pump

by about 3.036 GHz (conjugate to the blue detuning of signal and LO from pump) whereas

the gain profile maximum for the idler beam is red detuned from the pump by 3.072 GHz.

The blue detuning of the seed by 40 MHz from the maximum of the gain profile of the idler

is to eliminate the effect of the stray Raman scattered photons.

3.2.2.3 Aligning the narrowband cavity C2

The goal of the cavity C2 is to stretch the remotely prepared signal photon in time domain

thereby allowing it to be resolved by the homodyne detector electronics (See section 4.3.1

for theoretical details). First step in incorporating the new cavity is to align it for maximum

transmission of the idler beam through its TE00 mode. Since the actual idler beam is very

weak, so we use the seed beam. The actual idler frequency mode chosen is conjugate to the

frequency mode of the LO which is centered at the signal frequency. In our case the LO is

blue detuned to the pump by |ωs − ωp| which is the same as the seed is red-detuned from
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(a) Before F3 (b) Before F3, well aligned (c) After F3

Figure 3.2: Cavity C2 transmission spectrum. (a) Forward transmission spectrum (red) for a
fairly misaligned cavity compared against 85Rb absorption spectrum (black). The frequency
scale is not absolute. (b) Actual C2 forward transmission spectrum for a fairly well-aligned
cavity. (c) Transmission spectrum of cavity C2 after passing it through the single mode fiber
F3 resulting in the suppression of any other spatial mode than TE00 shown by narrow (red)
peaks. Black line shows the85Rb absorption spectrum to serve as a scale.

the pump.

To align the cavity one uses the mirrors and lenses after the coupling fiber F2 and before

the cavity. One of the cavity mirrors is mounted on a piezoelectric mount and can be

oscillated to scan the cavity frequency across several FSR. The signal from the cavity is

sent to a photodetector (D2) and a camera (E2). The output of the photodetector can be

monitored on an oscilloscope. The transmission spectra of the cavity (obtained from the

photodetector D2) before and after the SMF F3 is shown in Fig. 3.2(a)(c). Fig 3.2(b) shows

the transmission spectra of a well aligned cavity where only the fundamental TE00 mode is

being transmitted through and all other spatial transmission modes suppressed. The camera

E2 output further helps in verifying that the transverse profile of the transmitted beam

corresponds to a TE00 mode. For aligning the cavity’s fundamental TE mode with the single

mode fiber F3, a few microwatts output X of the local oscillator from P4 is sent backwards

into the cavity through F3 while the input from F2 is manually blocked. A QWP is needed

between C2 and P13 so as to see the back-reflected beam on the camera (E2) and detector

(D2). The back-reflected and the forward reflected spectrum should look alike as in Fig 3.2b

if the alignment beam used are of the same frequency. However, in our case the LO beam

(X) used for backward alignment and the seed beam for forward alignment are of different
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frequencies, therefore the spectra although being alike was shifted with respect to each other

by the seed-LO detuning.

Once the cavity is aligned, we carefully disconnect the end of fiber F3 from fiber coupler

X and connect it back to the SPCM. Care is taken not to disturb the end of F3 connected

to cavity-side (C2).

3.2.2.4 Preliminary tests before data acquisition

Before acquiring any data the shutters [41] are tested for any faults in their response time

or vibration insulation mechanism. If needed the shutters may have to be realigned for a

faster response time or their vibration insulation pads changed.

The next step is to verify if the setup is still aligned well for a good single photon

efficiency. For that we manually repeat the procedure as discussed in section 3.2.2.2 except

for the difference of SPCM detection after fiber F3 instead of F2. We noticed an efficiency

of about 9 percent3 (as displayed by our program) and a reduced count rate of 4(1)

KHz without(with) the optional EOM4. In case of lower efficiencies there may have been

possibilities of laser drifting or the setup being misaligned somehow. A failure in debugging

this situation may involve repeating steps from section 3.2.2.2 onwards.

Once all the said steps have been carried out successfully, the final test would be to run a

few dummy instances of the modified data acquisition software integrating shutter operation

with the data acquisition. The sequence is explained in the next section. If everything works

well in the few dummy runs, data acquisition can be started.
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Shutter S1 closed

Shutter S2 open

SPCM gate HIGH
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X Y

Figure 3.3: Experimental sequence: (top to bottom) laser shutter S1 to block seed, laser
shutter S2 to block SPCM input, SPCM gate signal and data acquisition. For shutters
HIGH(LOW) = block(unblock); SPCM gate: HIGH = active; data acquisition: HIGH =
active.

3.2.2.5 Data acquisition process

The data acquisition sequence is showed in Fig 3.3. The sequence starts at the vertical line

’X’ with both shutters closed, SPCM gated LOW (corresponding to SPCM off). A delay of

1000 ms after a shutter’s opening or closing avoids the effects of vibration if any, caused by

operation of the laser shutters fixed upon the optical table. The delay of 50 millisecond after

SPCM is gated high is to avoid slow gating response time. The delay of 100 ms is to allow

the computer to save any data which is still in the memory buffer of the acquisition card. At

the end of the sequence represented by ’Y’ in the figure, the software halts the acquisition

for user’s input.

The user would be able to monitor the transmission of the seed beam through the cavity

C2 by using camera E2 once the shutter S1 is unblocked after S2 gets blocked. The output

3This efficiency is not the actual efficiency because our software is programmed to calculate the quadra-
tures over the approximate temporal mode discussed in section 3.2.2.1

4The alignment of optical fiber attached to EOM on both ends is assumed to be trivial and is explained
here in short. The fiber F2 is removed to accommodate EOM. The HWP before the EOM is changed in
conjunction with the amplitude of the modulating voltage applied to it to get the desired modulation. The
waveform after modulation can be checked by looking at the forward transmission spectrum of the cavity
C2. The scanning rate should be low in general (∼20 Hz), otherwise, the response time of the piezoelectric
transducer may broaden the peaks of the spectrum.
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of the camera E2 gives the transverse intensity profile of the transmitted seed beam through

the cavity C2. The maximum of transverse intensity profile can be kept track of so as to

monitor the cavity transmission.

The SPCM count rate during data acquisition HIGH also gives some information about

the cavity transmission level. In case the cavity C2 transmission drops, first the transmission

of cavity C1 is maximized by changing the pump frequency and monitoring the transmission

through the photodetector D3. The reason behind this is that the master laser may have got

unlocked or drifted in frequency due to any temperature changes or vibration caused by the

shutter operation. After cavity C1 has been adjusted the HWP after C2 in turned so that

the idler beam goes through to the detector D2 and camera E2. In our case, the HWP before

the PBS P13 is set to transmit more than 95 percent through towards SPCM via shutter S2

an SMF F3. The remaining is always available for monitoring the C2 transmission between

batches of data acquisition. This eliminates the need for manual adjustment of the HWP

for monitoring cavity transmission. This ensures that the single photon efficiency is not lost

while data acquisition can be done at a good pace. The DC voltage applied on one of the

cavity C2 mirrors driven by a piezoelectric element allows one change the length of the cavity

thereby changing the resonance frequency so as to maximize the cavity C2’s transmission

through the fundamental mode of the cavity. Once the user is sure that everything is working

well, he initiates the next sequence of data acquisition and this process goes on. Each such

sequence acquires about 104 traces of homodyne photocurrent. The time taken for acquiring

a batch of 104 traces is small enough for the cavity transmission to remain stable during that

duration.

For each individual trace, a click from the SPCM in the idler channel acts as the trigger

for the measurement of the signal. The homodyne photocurrent is recorded for 360 ns around

the trigger point as reference with a time binning of 2 ns. The time interval for which the data

is recorded may vary depending upon the buffer memory characteristics of the acquisition
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card. In our case, single photon’s temporal profile estimated from the inverse bandwidth

of cavity C2 was of the order of 102 ns. Our card allowed us to record a maximum of 180

data points per trace thereby making 2 ns resolution a good choice to capture the complete

temporal profile.

For each LO detuning, the autocorrelation matrix given by Eq. (3.13) of the homodyne

photocurrent is obtained by taking an average of the autocorrelation matrix over 2 million

traces acquired from executing 200 data acquisition sequences. After the data acquisition for

each LO frequency, the signal is blocked and two long sequences of data acquisition take a

million traces of vacuum photocurrent. The purpose of this is to estimate and eliminate the

vacuum background. It turns out that there is a much simpler procedure for eliminating any

vacuum contribution and any offset homodyne photocurrent which will be discussed in the

next chapter, section 4.1. To compare the vacuum noise with the noise due to any thermal

background5, we acquire 2 million data sets with randomly spaced trigger events (with the

help of a function generator) with about the same mean frequency as the average count rate

registered while acquiring the signal data. The signal beam is unblocked for thermal data.

3.2.2.6 Electrooptic modulator

Another component of our experimental system is an electrooptic modulator (EOM). The

task of this device is to induce phase modulation along a particular polarization axis. It works

as follows. At its heart it contains a birefringent crystal. A modulating voltage is applied to

the EOM. The field is applied by means of a capacitive plate like structure between which

the crystal is sandwiched. Depending upon the strength of the applied field the refractive

index along one of the axes changes. This axis usually matches the polarization maintaining

5Thermal noise is a statistical mixture of fock states following the following representation:

ρ̂ =
1

ζ

∞∑
n=0

(
ζ − 1

ζ

)n

|n〉 〈n| ,

where ζ = 1

1−e
− ~ω

kBT
, T called the thermal state temperature. For more details about thermal light see Ref.

[43]. Such a mixed state is generated by randomly emitting incoherent sources of photons such as a light
bulb.
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axis of the optical fiber input. The phase of the modulating voltage is key to the strength of

electric field and it plays an important role in making temporal mode structure of a phase

modulated photon from a non-deterministic source such as FWM non-pure. As we would

discuss later in section 4.3.2, the phase modulation setup such as ours in conjunction with

random arrival time of the single photon makes the modal structure of the remotely prepared

photon mixed.
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Chapter 4

Calculations, Results and Discussions

4.1 Autocorrelation matrix

The homodyne photocurrent traces acquired in the experiment are 360 ns long with a

time binning of 2 ns. The motivation for the chosen time scales was discussed in section

3.2.2.5. The autocorrelation matrix is calculated for each trace. The average over 2 million

traces recorded per LO detuning gives us the final autocorrelation matrix corresponding

to Eq. (3.13) for that detuning. We then process them to eliminate the vacuum term in

Eq. (3.13), as well as any contributions from the DC bias in the homodyne photocurrent

and thermal background. These contributions are not correlated with trigger events, and

should be constant along tj − tk excluding the negligible high frequency noises. This can be

confirmed by the autocorrelation of randomly triggered data which corresponds to measure-

ments on signal channel with arbitrary trigger pulses generated by a function generator. The

point-wise variance of the homodyne photocurrent for a heralded signal photon, vacuum and

for the randomly triggered data is shown in Fig. 4.1.

We calculate the mean value of the autocorrelation matrix along the line tj−tk = constant

and ti, tj lying significantly1 after the trigger instant where there are no signal photons.

This ensures that the mean value corresponds to just the vacuum contribution and any

possible offset in the homodyne photocurrent. Calculating it along the lines parallel to

the diagonal ensures that any high frequency noise which lies outside the bandwidth of the

homodyne detector is also eliminated. Subtracting the mean from the respective lines of the

autocorrelation matrix yields the reduced autocorrelation matrix. Fig. A.1 and A.2 show

1see equation (4.5), t > 0 corresponds to no photons. Because of the finite response time of the homodyne
detector, the Heaviside function loses its steep rise. So to be explicit about not including any single photon
component in the mean subtraction, we consider t�0. Also, see description of Fig 4.1
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Figure 4.1: Point-wise variance of the homodyne photocurrent for heralded single photons
in the signal channel (red), vacuum state (blue) and for randomly triggered data (green)
calculated over 2 million homodyne photocurrent traces. The offset due seen is due to the
vacuum state contribution, any offset current output from the homodyne and thermal noise
contribution. It can be eliminated by mean subtraction. It must be noted that for time-bins
much after the trigger (77th) the offset is common for single photon and randomly triggered
data. This fact is used for elimination of the constant term and other offset bias from
Eq. (3.13). In the above figure, time-bins > 100 shows the region of interest for calculation
of offset from the signal trace.

the autocorrelation and reduced autocorrelation matrices for the case of unmodulated and

phase modulated single photon.

Comparision with the theory: To check the compatibility of our results with the theoret-

ical expressions, we derive the reduced autocorrelation matrix theoretically and compare it

with the experimentally obtained data. To do so, we calculate the TMF from the knowledge

of the experimental setup (see section 4.3). Utilizing diagonal representation of TDM (see

Eq. (3.5)) we calculate the theoretical value using the obtained theoretical TMF. From the

theoretical TDM we calculate the reduced autocorrelation matrices according to Eq. (3.14).

To make the theoretically obtained result closer to the observed reduced autocorrelation we

take into account the finite gain bandwidth of the FWM process (see Fig. 2.1c) by means

of an appropriate convolution of the temporal mode with the FWM gain profile. The com-

parison of theoretical and experimental reduced autocorrelation matrices for the setting of

unmodulated photon is shown in Fig. 4.2.
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Figure 4.2: Theoretical (right) and experimental (left) reduced autocorrelation matrices
for the case of unmodulated photon, for different LO detuning: (a) 0 MHz, (b) 1.8 MHz,
(c) -5.1 MHz, (d) 7.2 MHz, (e) -10.8 MHz, (f) 16.2 MHz, (g) 19.2 MHz and (h) 27 MHz,
corresponding to the measurement setting without modulation. The trigger photon arrives
at t = 155 ns.
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4.2 Extraction of experimental TDM

Once the reduced autocorrelation matrices have been calculated, the TDM can be deter-

mined by solving Eq. (3.14) for each pair (j, k). However, such direct approach does not

ensure positivity and normalization of the reconstructed density operator. To incorporate

these a priori constraints into the reconstruction, we implement a more sophisticated it-

erative optimization algorithm based on machine learning. The algorithm uses the eight

experimental reduced autocorrelation matrices as the training set. We take only the rele-

vant area of the autocorrelation matrix to reduce the time and memory complexity of the

algorithm. We start from an initial Hermitian guess estimate of the TDM which for ex-

ample could be an identity matrix. The difference between the experimental left-hand side

of Eq. (3.14) and the right-hand side of that equation evaluated from the estimated TDM,

squared and summed over all pairs (j, k) and all LO frequencies, is used as the cost function.

Iterations utilize the diagonal representation of the TDM: ρ̂ =
∑

i pi |ψi〉 〈ψi|. In the first

step of each iteration, the eigenvalues pi are adjusted to minimize the cost function while

keeping them real, non-negative and totaling 1. In the second step, the eigenvectors |ψi〉

are optimized by pairwise unitary transformations. The process is repeated until the cost

function asymptotically converges to give the best fit of the TDM.

4.3 Theoretical TMF and TDM

4.3.1 For unmodulated photon

The theoretical TMF for an unmodulated single photon can be obtained as follows. The

bi-photon generated by the four-wave mixing process with an infinite gain bandwidth can

be represented as

|Ψ〉 =

∫
|1ωs , 1ωi〉 δ(ωs + ωi − 2ωp)dωsdωi (4.1)
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where indices s, i and p correspond to signal, idler and pump respectively. The amplitude

transmission function of the cavity in the neighborhood of its resonance can be expressed

as a function of the detuning of the beam from the cavity resonance frequency δi = ωc − ωi

as T (δi) =
√

2/πγ(1− 2iδi/γ)−1, where γ is the linewidth of the cavity C2. Subjecting the

idler channel to transmission through this cavity, state (4.1) transforms into:

|Ψ′〉 =

√
2

πγ

∫
1

1− 2i δi
γ

δ(ωs + ωi − 2ωp) |1ωs , 1ωi〉 dωsdωi. (4.2)

Subsequent idler photon detection at time ti will project the signal onto the state |1〉φs =

〈1ti |Ψ′〉 where |1ti〉 =
∫
|1ωi〉 eiδitidωi. Assuming that the detection event happens at ti = 0,

the resultant state in the signal channel in the frequency domain can be expressed as

|1〉φs = 〈1ti=0 |Ψ′〉 =

√
2

πγ

∫
1

1 + 2i δs
γ

|1ωs〉 dωs, (4.3)

where δs = 2ωp − ωc − ωs is the detuning of the signal frequency from the central frequency

determined by the cavity. Performing a Fourier transform on Eq. (4.3), we find the temporal

mode of the signal photon as:

|1〉φs =
√
γ

∫
eγts/2Θ(−ts) |1ts〉 dts (4.4)

where Θ(·) is the step function. This rising exponential mode is similar to that of a cavity

enhanced photon studied in Ref. [44]. Using the definition of temporal mode from Eq. (3.1),

we obtain

φ(t) =
√
γeγt/2Θ(−t), (4.5)

The primary element determining the mode of the heralded photon is the narrowband filter

cavity C2 in the idler channel. Additionally, the mode’s bandwidth is limited by the ∼ 50

MHz gain bandwidth of the FWM process used to generate the bi-photons. This effect is

taken into account by an appropriate 2D Gaussian time convolution in all the theoretical

autocorrelation plots presented, however we neglect it in any theoretical expressions for

clarity. The TDM is obtained from Eq. (3.5) by considering the discretized version of mode
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φ(t) from Eq. (4.5). Taking into account the bandwidth of the FWM process brings the

theoretical TDM closer to the observed TDM. Fig. 4.3 shows the comparison of experimental

and theoretical results for the unmodulated photon.
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Figure 4.3: Experimentally reconstructed real (left) and imaginary (right) TDM (top) and

TMF(bottom) for an unmodulated photon. The insets for the TDM plots show the the-

oretically obtained TDM for comparison. The insets in the bottom left figure show the

distribution of eigenvalues from the experimentally calculated TDM. The red solid line rep-

resents the experimentally obtained TMF and the dashed blue lines represent the theoretical

results. The trigger event occurs at t = 155 ns.
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4.3.2 For phase modulated photon

To illustrate the ability of the experimental technique to reconstruct the TDM in the case

of a mixed state. We phase modulate the signal photons at a frequency ωm = 2π × 20

MHz, larger than the spectral width of C2. This is achieved by passing the idler photons

through an electro-optic modulator (EOM), with its optical axis oriented along the photon’s

polarization [45]. This modifies the TMF given by Eq. (4.5) by incorporating an extra phase

factor

φEOM(t, θm) =
√
γeγt/2e−iβ sin(wmt+θm)Θ(−t), (4.6)

where β = 1.1 is the modulation index2 and θm is the phase of the modulating voltage at

the time when the idler photon is detected. The single photon in the temporal mode given

by Eq. (4.6) can be obtained by using the expression 3.2 as

|Φ〉 ≡ |1〉φEOM =
∑
tk

√
γeγtk/2eiβ sin(wmtk+θm)Θ(−tk) |1k〉 (4.7)

For the mode given by φEOM(t, θm) the TDM can then be obtained trivially as

ρEOM
t,t′ =

〈
1t
∣∣ ρ̂EOM

∣∣ 1t′〉
= 〈1t |Φ〉 〈Φ|1t′〉

= φEOM(t, θm)[φEOM(t′, θm)]∗ (4.8)

Because the idler photon detections occur at random times, θm is randomized, leading to

the following non-pure TDM:

ρEOM
t,t′ =

1

2π

∫ π

−π
φEOM(t, θm)[φEOM(t′, θm)]∗dθm (4.9)

= γe
γ(t+t′)

2 Θ(−t)Θ(−t′)J0

[
2β sin

(
ωm(t− t′)

2

)]
,

where J0 is the Bessel function of the first kind.

2This was obtained by finding out the best fit of most significant mode calculated from the theoretical
TDM 4.9 and the most significant temporal mode from experimentally calculated TDM (see Fig. 4.4).
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It must be noted that the temporal mode structure of a phase modulated photon with

random initial phase as discussed here is non-pure as is also revealed by the eigenvalue

distribution in Fig 4.4. Therefore, temporal mode of such a photon as such is an ill-defined

term. It is actually a mixture of modes resulting in the TDM of such a photon (see Eq.

(3.5)). We concern ourselves with the dominant mode which is the one which has the

highest eigenvalue.
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Figure 4.4: Experimentally reconstructed real (left) and imaginary (right), TDM (top)

and most significant TMF (bottom), for an phase modulated photon. The insets for the

TDM plots show the theoretically obtained TDM for comparison. The insets in the bottom

left figure show the distribution of eigenvalues from the experimentally calculated TDM.

The blue dots over the bars show the theoretically obtained eigenvalues. The red solid line

represents the most significant TMF calculated from the experimental TDM and the dashed

blue lines represent the theoretical results. The trigger event occurs at t = 155 ns

4.3.3 Virtual phase modulation

This is an extension of the last section in which we dealt with determining the temporal

mode of an unmodulated and a phase modulated single photon. The mixed nature of phase
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modulated photon in our case resulted in the imaginary part of the TDM going to zero. In

this section we demonstrate the utility of our technique in the reconstruction of a temporal

mode with a nonvanishing imaginary component. To this end, we induce a virtual phase

modulation by redefining the signal-LO detuning according to δω′ = δω + ∆ when recon-

structing the TDM from Eq. (3.14). The theoretically expected TMF and TDM can then

be obtained as in section 4.3.1 by shifting the reference of ωs by ∆, giving following results:

φshifted(t) = φ(t)ei∆t; (4.10)

ρshifted(t, t′) = ρ(t, t′)ei∆(t−t′). (4.11)

The TDM reconstructed from the experimental data using the effective modulation frequency

of ∆ = 2π×5 MHz is shown in Fig. 4.5. While the purity of the temporal mode is maintained

(shown by the dominant eigenvalue being ∼ 1, see inset of Re[φ] Fig 4.5), the reconstructed

density matrix now has a significant imaginary component, demonstrating the ability of our

technique to accurately reconstruct states with complex temporal modes.

4.4 Other results

From the reconstructed TDMs we can calculate the fidelity with which our technique char-

acterizes the temporal mode of the single photons with respect to the theoretical temporal

profile. The fidelity would be defined in our case as

F = Tr

[√√
ρ̂exp ρ̂th

√
ρ̂exp

]
(4.12)

Substituting the obtained theoretical and experimental results we obtained the results as

shown in Table 4.1.
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Figure 4.5: Experimentally reconstructed real (left) and imaginary (right) TDM (top) and
TMF(bottom) for an virtually phase modulated photon. The insets for the TDM plots
show the theoretically obtained TDM for comparison The insets in the bottom left figure
show the distribution of eigenvalues from the experimentally calculated TDM. The red solid
line represents the experimentally obtained TMF and the dashed blue lines represent the
theoretical results. The trigger event occurs at t = 155 ns.

Case Fidelity

Unmodulated photon 0.97

Phase modulated photon 0.93

Virtual modulated photon 0.94

Table 4.1: Fidelity of reconstruction of the temporal density matrix in the three cases -

unmodulated photon, phase modulated photon and virtual phase modulated photon.
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Figure 4.6: (a) Experimental quadrature distribution (blue) overlaid with that for the vac-
uum state (red); (b) Wigner function corresponding to the Fock-basis density matrix for
single photon generated by FWM.

The high fidelity of reconstruction demonstrates the robustness of our technique to char-

acterize any arbitrary temporal mode structure of a photon with high accuracy. The theo-

retical knowledge of temporal mode is not needed for our technique to work. We just use it

to compare the results obtained with our technique with the actual results.

From the reconstructed TMF for the unmodulated single photon, we can now reconstruct

the Fock-basis density matrix for our single photon generated by FWM. We calculate the

quadrature corresponding by integrating each homodyne photocurrent trace with TMF dis-

tribution obtained form the experimental results for the unmodulated photon. We use these

quadratures to reconstruct the Fock-basis density matrix using the technique of iterative

maximum-likelihood algorithm [46, 47]. The density matrix was found out to be

ρ̂ =



0.463 0 0 0

0 0.525 0 0

0 0 0.012 0

0 0 0 0


(4.13)

The Wigner function and the marginal distribution for the single photon state represented

by 4.13 is shown in Fig 4.6.
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Chapter 5

Conclusion

In this thesis, I have developed and experimentally demonstrated our technique of polychro-

matic optical heterodyne tomography, a robust method for experimental determination of

temporal properties of a single photon directly from the time-resolved photocurrent statis-

tics of balanced homodyne measurements. Our technique finds out the complete temporal

density matrix of a single photon in the time domain. This enables us to extract the in-

formation about its temporal mode structure including any complex phase information or

any multi-frequency components, the former being explicitly demonstrated in Section 4.3.3.

Another important feature of our technique is that it can be used for characterizing non-

pure (or mixed) modes as well, as demonstrated for the phase modulated photon in section

4.3.2. Furthermore, with a well defined modal structure for a pure single photon state, we

were able to obtain a better measure of efficiency than by previous technique [38] using only

an approximate guess temporal mode. This is an in-situ demonstration of the importance

of knowing the correct temporal mode structure of a single photon in any quantum optical

protocol as was motivated in Chapter 2. In general, accurate detection of the temporal mode

is key for the proper mode matching required by many quantum communication protocols,

and enables high efficiency tomographic reconstruction of the quantum optical state in the

channel of interest.

Several improvements could be made to the experimental apparatus to implement this

technique better. A very important improvement would be development of a broadband

homodyne detector. In our case, the bandwidth of the homodyne detector was roughly twice

as much as the bandwidth of the bi-photons generated by the process of FWM in 85Rb

vapor. Such a limited bandwidth of the homodyne detector leads to timing jitter which
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is significant compared to the temporal width of the generated photon. As an effect, the

observed temporal mode of the photon is distorted leading to inefficiencies in reconstruction

of the state of the photon [33]. To eliminate this loss, we make our photons time-resolvable

by homodyne measurements by means of tight-spectral filtering using a narrowband Fabry

Perot cavity (transmission spectrum shown in Fig 3.2). However, we still suffered because

of reduced count rate and of the inherent instability of the cavity resonance frequency over

a period of time.

Another challenge which we faced in our demonstration was to model a phase modulated

photon as discussed in section 4.3.2. At first it was not very clear why a model for phase

modulated photon did not give matching theoretical results. But upon incorporating a

random phase term corresponding to the phase of the modulated photon we obtained the

correct theoretical model which corresponded to the observed results. This mixed nature

of the temporal mode as a result of randomized phase could have been avoided if we could

record the phase of the applied voltage on the EOM at the instant of the trigger. From this

we can have a precise knowledge about the phase of the photon at the instant of detection.

Collecting a large number of data sets for each phase could then be used to determine the

temporal mode given by Eq. (4.6)at the cost of very low count rate for each phase. The

nature of a phase modulated photon however is inherently mixed, in terms of its modal

structure and our technique brings out its mixedness with a high fidelity. Moreover, the

ability of our technique to determine any phase information in the TMF without losing the

purity of the mode has clearly been demonstrated in section 4.3.3 where we induced a virtual

phase modulation in the temporal mode of the photon and could determine both the real

and imaginary components of the TMF and the TDM.

The ability to temporally characterize single photons with unknown arbitrary modal

composition, pure or non-pure, has been demonstrated for the first time in this work. The

major applications of POHT would be in the quantum memory based research community
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where knowing the temporal structure of the photon with respect to the quantum memory

temporal bandwidth is key to achieving a high efficiency. As shown, this method also has

applications in characterizing single photon sources like ours with a much higher accuracy

than before. Future extension to this work could be to develop a technique which could

characterize temporal mode structure of higher order Fock states and other complicated

derivatives of quantum optical states of light. I personally enjoyed working on this project

and look forward to applying this technique to my future research endeavors.
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Appendix A

Autocorrelation and Reduced Autocorrelation (Raw

data)

(a)

(b)

(c)

(d)

(f)

(h)

(e)

(g)

Figure A.1: Autocorrelation (left) and reduced autocorrelation (right) for the case of un-

modulated photon. LO detuning (a to h): 0 MHz, 1.8 MHz, -5.1 MHz, 7.2 MHz, -10.8 MHz,

16.2 MHz, 19.2 MHz and 27 MHz. The trigger event occurs at t = 155ns. A.U. stand for

arbitrary units. The reduced autocorrelation matrix is normalized.
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Figure A.2: Autocorrelation (left) and reduced autocorrelation (right) for the case of phase
modulated photon. LO detuning (a to h): 0 MHz, 1.8 MHz, -5.1 MHz, 7.2 MHz, -10.8 MHz,
16.2 MHz, 19.2 MHz and 27 MHz. The trigger event occurs at t = 255ns. A.U. stand for
arbitrary units. The reduced autocorrelation matrix is normalized.
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