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Abstract 

RNA polyermase II, a crucial enzyme for gene expression in eukaryotes, synthesizes messenger 

RNAs with high selectivity. Despite its importance, its selection and catalysis mechanism is not 

well understood. We first investigated, by a stochastic simulation algorithm, the entire nucleotide 

addition cycle based on an event-driven model. The results suggest that the discrimination of 

unmatched nucleotide mainly lies in its thermodynamic instability in the addition site, and the 

selectivity for the 2ô-OH is from the catalytic reaction. To understand the stability of different 

nucleotides in the addition site on the atomistic level, we performed MD and free energy 

perturbation simulations, and found that mutating a cognate GTP to a non-cognate UTP in the 

active site costs ~16.8kcal/mol while mutating a cognate GTP to a 2ô-deoxyGTP costs 

~2kcal/mol. Since two binding sites exist in the enzyme, we conducted molecular dynamics and 

umbrella sampling calculations to simulate the entry of a cognate GTP from the entry site to the 

addition site. The results demonstrate that two key motifs, the trigger loop and the bridge helix, 

play important roles in this process. Facilitated by these two motifs, the NTP entry is a 

spontaneous process with an energy decrease of ~6kcal/mol. Simulation of the catalytic reaction 

requires a quantum mechanical/molecular mechanical (QM/MM) method to adequately describe 

the reaction centre and enzyme surroundings. Therefore, we reviewed QM/MM methods in the 

literature and implemented our own version using CHARMM and deMon2k. With this QM/MM 

implementation, we performed geometry optimization and MD simulations on the system at the 

level of DFT/MM. To speed up the calculations and cover more possible reaction pathways, we 

employed a specifically parametrized semiempirical method ï AM1/d-PhoT for the reaction 

pathway search. The results reveal a proton-transfer-facilitated mechanism. While the acceptor 

of the initial proton transfer may vary depending on the particular conformation of the active site, 
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all possible routes converge to the same destination. Comparison between different models 

shows that the role of Mg
2+ 

(A) is more structural than catalytic. 
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Preface 

In this thesis, I provide five chapters of original work, consisting of both methodology 

development and applications, towards a common theme ï understanding the mRNA synthesis 

by RNA polymerase II (RNAP II) on multiple levels. Each research chapter is based on either a 

previously published paper or a paper submitted for publication, with complete abstract, 

introduction, methods, results, discussion, conclusions and bibliography. 

I will first provide, in Chapter 1, a short background on crystal structures of RNAP II, previous 

relevant experimental and computational studies, and an introduction to the theories of Kinetic 

Monte Carlo (KMC), Molecular Dynamics (MD), Free Energy Perturbation (FEP), Umbrella 

Sampling, Quantum Mechanics/Molecular Mechanics (QM/MM), and Relaxed Surface Scans 

(RSS). Chapter 2 presents work published in the journal Interdisciplinary Sciences: 

Computational Life Sciences in 2009, on kinetic simulations of the mRNA synthesis cycle. 

Chapter 3 is work on the binding and selection mechanism of RNA polymerase II using 

molecular dynamics techniques, which has been submitted for publication. To further study the 

catalytic mechanism, a hybrid QM/MM approach is required. Chapter 4 presents a 

comprehensive review of the state-of-the-art developments in the QM/MM field from a book 

chapter in Advances in Quantum Chemistry, 2010. Chapter 5 presents our own implementation 

between CHARMM and deMon2k, and the test cases for this implementation. This work was 

published in the Journal of Computational Chemistry, 2010.  Chapter 6 is our work on the 

reaction pathway search for the catalytic reaction in the RNAP II system using the CHARMM-

deMon2k interface and another QM/MM method ï AM1-dPhoT/MM. This manuscript has been 

submitted for publication. 
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For Chapter 2, I helped build the model, ran all the calculations, summarized the results and 

wrote part of the manuscript. For Chapter 4, I modified the deMon2k source code, coded part of 

the interface in CHARMM, helped run the tests and wrote roughly half of the manuscript. I 

wrote the remainder of the chapters, although acknowledging tremendous help and guidance 

from coworkers. I helped conceive and design all the simulations, ran all the simulations and 

analyzed most of the results. 

The following papers have been reproduced with permissions as Chapters 2, 4 and 5: 

Zhu, R., de la Lande, A., Zhang, R., and Salahub, D.R., Exploring the Molecular Origin of the 

High Selectivity of Multisubunit RNA Polymerases by Stochastic Kinetic Models. 

Interdisciplinary Sciences-Computational Life Sciences, 2009. 1(2): p. 91-98. 

Zhang, R., Lev, B., Cuervo, J.E., Noskov, S.Y., and Salahub, D.R., A Guide to QM/MM 

Methodology and Applications. Advances in Quantum Chemistry, Vol 59, 2010. 59: p. 353-400. 

Lev, B.
*
, Zhang, R.

*
, De la Lande, A., Salahub, D., and Noskov, S.Y., The QM-MM Interface 

for CHARMM-deMon. Journal of Computational Chemistry, 2010. 31(5): p. 1015-1023. 
*
These 

authors contributed equally. 

Chapters 3 and 6 are based on the following submitted manuscripts: 

Zhang, R., Silburt, J. and Salahub, D., Bridge Helix and Trigger Loop In Action ï How RNA 

Polymerase II Binds And Selects NTPs. Submitted, 2013 

Zhang, R., Bhattacharjee, A., Salahub, D., and Field, M., Reaction mechanism in RNAP II -- 

Proton relay via competing routes. Submitted, 2013. 

The following paper was also completed during my Ph.D: 
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Alvarez-Ibarra, A., Koster, A.M., Zhang, R., and Salahub, D.R., Asymptotic Expansion for 

Electrostatic Embedding Integrals in QM/MM Calculations. Journal of Chemical Theory and 

Computation, 2012. 8(11): p. 4232-4238. 
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CHAPTER ONE: INTRODU CTION  

1.1 RNA Polymerase II 

As the first step in gene expression, transcription is an end point of a great many signal 

transduction pathways. Extensive studies have been focused on transcription in eukaryotic cells, 

which is highly instructive in the understanding of human gene expression [1]. Three types of 

DNA-dependent RNA polymerases have been discovered to be responsible for the gene 

transcription of eukaryotic cells. Among them, RNA polymerase II, which catalyzes the 

synthesis of messenger RNAs, is crucial to gene transcription and is of primary interest among 

other RNA polymerases [2-6]. RNAP II has a total molecular weight of 514 kDa and comprises 

12 subunits, ten of which form a structurally conserved core. Transcription catalyzed by RNAP 

II can be divided into three mechanistically distinct stages: initiation, elongation and termination. 

During initiation, RNAP II recognizes a promoter, unwinds DNA near the start site and begins 

RNA synthesis. The following elongation of the RNA transcript proceeds with uninterrupted 

synthesis of RNA chains thousands of nucleotides long. This elongation process is not 

terminated until RNAP II recognizes terminator nucleotides of the DNA template.  

Messenger RNAs are synthesized during the elongation process by RNA Pol II, where 

the high selectivity of the polymerase is fully exerted. The transcription elongation complex is 

composed of RNAP II, the unwound double-stranded DNA and the RNA transcript. In each 

elongation cycle, a nucleoside triphosphate (NTP), whose base can pair with the corresponding 

DNA template nucleotide, first binds into the active site of RNAP II. It is then added to the 

growing RNA 3ô end forming a phosphodiester bond with the help of RNAP II. Upon the 

completion of each elongation cycle, the RNAP II translocates along the DNA and proceeds to 

elongate the RNA transcript.  
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In fact, a cell contains a pool of various kinds of NTPs such that RNAP II must select 

matched NTPs to the DNA template nucleotide over the unmatched NTPs (wrong nucleotides) 

and 2ô-deoxyNTPs (wrong sugar ring). This means that if the DNA template nucleotide is a CTP, 

RNAP II has to select a GTP over ATPs, UTPs, CTPs, TTPs and all 2ô-deoxyNTPs. As an 

example, chemical structures of CTP, GTP and 2ô-deoxyGTP are shown in Figure 1-1.  

             CTP                                      GTP                                          2ô-deoxyGTP 

                             

Figure 1-1: Chemical structures of CTP, GTP and 2ô-deoxyGTP 

Information about the binding mechanism of RNAP II has been revealed in crystal 

structures of the transcription complex. As shown in the crystal structure with a matched NTP 

(PDB: 2E2H), the catalytic site is composed of an Ŭ-helical structure denoted as the bridge helix 

(BH), a flexible loop motif termed the trigger loop (TL), and two magnesium ions ï Mg(A) and 

Mg(B)  in addition to surrounding protein residues of the RNAP II domains Rpb1 and Rpb2 [7]. 

This catalytic site (Figure 1-2A) is termed the addition site (A site) where a matched NTP binds 

the DNA template and is added to the RNA primer. Intriguingly though, another binding site 

exists, as determined from a protein crystal using a 2ô-deoxyGTP [5, 7]. This site (Figure 1-2B) 

is termed the entry site (E site) which serves as an entrance for the passage leading to the A site.  

Distinctly, all nucleotides bind to the E site whereas only a nucleotide that is complementary to 

the template can further bind to the A site. Importantly, both the BH and the TL appear in 

distinctly different states between the E site and A site (Figure 1-2A and 1-2B).  In the A site, the 

BH bends in the presence of a matched nucleotide, while it is straight upon nucleotide binding at 
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the E site.  The TL was found to open the A site when a nucleotide is in the E site and close the 

A site when a matched nucleotide arrives in the A site. 

 

Figure 1-2: Crystal structures of a GTP in the addition and entry site 

 A) Crystal structure of a GTP in the addition site   B) Crystal structure of a 2ô-dGTP in 

the entry site where the trigger loop is colored in purple, the bridge helix in green, Mg ions 

in pink, carbon atoms in cyan, hydrogen atoms in white, oxygen atoms in red, nitrogen 

atoms in blue and phosphorus atoms in tan. 

When a cognate NTP enters the A site and matches with the DNA template, the catalytic 

reaction takes place. The mechanism of this catalytic reaction ï nucleotidyl transfer, is illustrated 

in Figure 1-3. Crystal structures of the system in this stage have also been resolved: 2E2H [5] 

and 2E2J [5] in PDB code. However, to obtain a complex with the substrate bound in the active 

site, chemical modifications were made in both structures. In 2E2H, the 3ô-OH of the RNA 

primer was removed and in 2E2J, the OŬɓ (the oxygen between the Ŭ- and ɓ-phosphate) was 
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replaced by a methylene group. The modification in 2E2H results in no coordination between the 

3ôO and the Mg
2+

 (A) (Figure 1-4A) while the NTP is in good coordination with both Mg
2+

. The 

modification in 2E2J leads to a large gap between the RNA primer and the NTP as a result of the 

weak interaction between the Mg
2+

 and the triphosphate of the NTP. Unlike in 2E2H though, the 

3ôO coordinates well with Mg
2+

 (A) (Figure 1-4B). 

 

Figure 1-3: The nucleotidyl transfer reaction mechanism in RNAP II  
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Figure 1-4: Active sites in the crystal structures  

 A) Active site in 2E2H  B) Active site in 2E2J where the 3ô-O and OŬɓ positions are circled 

in purple dashes 

When models were built based on these crystal structures with chemical modifications to 

the substrates, the original structures of the substrates were properly restored. Details of model-

building are presented in Chapters 2 and 6. 

1.2 Methods and theory 

My thesis is based on kinetic, molecular dynamics and quantum mechanical/molecular 

mechanical simulations. The kinetic simulations are based on the kinetic Monte Carlo method 

previously coded with MATLAB by our group [8]. MD simulations are performed using the 

NAMD software package [9]. QM/MM calculations are performed with the CHARMM-deMon 

interface [10] and the pDynamo package [11]. 
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1.2.1 Kinetic Monte Carlo simulation 

The time evolution of some processes with known given rates can be simulated numerically. One 

method to simulate the kinetics of these processes is kinetic Monte Carlo, since randomly 

generated numbers are adopted. An efficient algorithm implementing the kinetic Monte Carlo 

method is the Gillespie algorithm [12]. A succinct overview of the Gillespie algorithm is given 

below. 

Step 0. (Initialization). Input the desired values for the M reaction constants cl, .... ,cM and the N 

initial molecular population numbers XI, .... ,XN. Set the time variable t and the reaction counter n 

both to zero. Initialize the unit interval uniform random number generator. 

Step 1. Calculate and store the M quantities al = hl cl, .... ,aM = hM cM for the current molecular 

population numbers, where h, is a function of XI, .... ,XN defined as above, and hɛ ¹ number of 

distinct Rɛ molecular reactant combinations. Also calculate and store as a0 the sum of the M av 

values. As an example, for the reaction A + 2B  Ą D, h = XA 
ς
ὢ"

, where 
ς
ὢ"

 is the 

combination for choosing any 2 molecules from XB molecules. 

Step 2. Generate two random numbers r1 and r2 using a unit-interval uniform random number 

generator, and calculate Ű and ɛ according to  

Ű = ( 1/a0 ) ln ( 1/r1 )  and  ää
=

-

=

¢<
m

n

n

m

n

n

1

02

1

1

aara  

Step 3. Using the values of Ű and ɛ obtained in step 2, increase t by Ű, and adjust the molecular 

population levels to reflect the occurrence of one Rɛ reaction. Then increase the reaction counter 

n by 1 and return to step 1.  
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The Gillespie algorithm has been coded with MATLAB. Previous work by our group [8], as well 

as its applications by others [13], have proven that it is a powerful tool to study interrelated 

stochastic processes. 

1.2.2 Molecular Dynamics 

Much of the material and equations throughout this section are adapted from the NAMD 

user manual [14]. 

1.2.2.1 Potential energy function 

MD simulations use an empirical force field for the potential energy. A force field 

defines all of the parameters in the potential function for each atom and molecule. 

Ὁ ὑ ὶ ὶ ὑ — —  
ὠ

ς
ρ ÃÏÓὲ• 

ὃ

ὶ

ὄ

ὶ

ήή

ὶ
 

            Eq. 1 

The above equation is a generic example for typical molecular dynamics simulations. The 

first three terms are intra-molecular terms. The first term is for bonded interactions, where Kr is 

the bond force constant, and req is the equilibrium bond distance. The second term is the angle 

potential, between three bonded atoms in a molecule. As with bonds, Kɗ is the force constant, 

and ɗeq is the equilibrium angle. The third term is the dihedral potential for the angle between the 

planes formed by four consecutive atoms in a molecule. Improper torsions are also used to 

enforce specific conformations for out-of-plane bending in molecules. 

The fourth term is the non-bonded interactions between all i and j atoms in the system. 

The first term in the double summation is the Lennard-Jones 12-6 potential to model the Van der 

Waals interactions. The second term is Coulombôs law for the electrostatic interactions between 
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the atomsô partial charges. Within molecules, non-bonded interactions are neglected between 

atoms separated by 1 or 2 bonds. Due to computational complexity when N gets large, 

calculating all the interactions is impractical. Cut-offs and long-range electrostatic schemes are 

used to reduce the number of interactions.  

I have used a cut-off of 12Å and a switch function beyond 8 Å for Van der Waals 

interactions throughout my MD simulations. Short range non-bonded interactions are calculated 

every step during MD simulations. Pair lists are maintained, and updated every 20 steps, with 

only interactions between atoms within the cut-off calculated. The force field used throughout 

this thesis is the CHARMM force field [15]. 

For all of my MD simulations, I have used the particle mesh Ewald method [16, 17] for 

long-range electrostatics. The Ewald method was developed for calculating the electrostatic 

potential of ionic crystal systems. In an infinite periodic system, the electrostatic potential can be 

determined more efficiently in reciprocal space. The particle mesh Ewald method is a variant of 

this method, where the charges are placed on a grid for computational efficiency. Using the 

Fourier transformation of the grid, the reciprocal space contribution can be summed more 

efficiently. The force on each atom is then obtained by interpolation of the grid. PME is by far 

the most common method for electrostatic interactions in biomolecular dynamics simulations. 

1.2.2.2 Periodic boundary conditions 

All of my simulations have used periodic boundary conditions, which are artificial, but 

computationally efficient. Boundaries or walls can create long-range order and artifacts, relative 

to the size of the simulation. It is important to have a box that is big enough to avoid artifacts, 

and have enough water to keep the protein properly solvated, but this has to be weighed against 

the additional computational cost of more atoms. 



 

9 

1.2.2.3 Langevin dynamics 

In general, molecular dynamics simulations solve Newtonôs equations of motion 

numerically for each atom in the simulation, using an empirical potential energy function. 

The force on each atom can be determined by taking the negative derivative of the potential 

energy. Once the force is calculated, Newtonôs equations of motion are used to update the 

positions of each atom. There is a number of methods available for numerical integration of 

the equations of motion. As an example, the Verlet integration method [18] is described in 

equations 2 and 3.  

ὼᴆὸ Ўὸ ςὼᴆὸ ὼᴆὸ Ўὸ ὥᴆὸЎὸ                                                                       Eq. 2 

ὺᴆὸ
ᴆ Ў ᴆ Ў

Ў
                                                                                                         Eq. 3 

where ὼᴆ is the position, the velocity ὺᴆ ὼᴆ, the acceleration ὥᴆ ὼᴆ, and t the time. The last term 

of both equations represent the neglected higher order terms. 

In my MD simulations, I have employed Langevin dynamics -- a variant of Newtonôs 

equation, with a stochastic force introduced. For a system of ὔ particles with masses ὓ, with 

coordinates  ὼᴆ ὼᴆὸ, the resulting Langevin equation is 

ὓὼᴆ Ὗɳὼᴆ ὓὼᴆ ςὯὝὓὙὸ                                                                         Eq. 4 

where Ὗὼᴆ is the particle interaction potential; ɳ is the gradient operator such that ɳὟὼᴆ is 

the force calculated from the particle interaction potentials; the dot is a time derivative such that 

ὼᴆ is the velocity and ὼᴆ is the acceleration; T is the temperature, kB is Boltzmann's constant; and 

Ὑὸ is a delta-correlated stationary Gaussian process with zero-mean.  is the friction 

coefficient (or damping constant) and ὓὼᴆ is the friction force by the solvent. I have used a 

friction coefficient of 10ps-1 for all my MD simulations. To integrate the Langevin equation, 

http://en.wikipedia.org/wiki/Langevin_equation
http://en.wikipedia.org/wiki/Boltzmann%27s_constant
http://en.wikipedia.org/wiki/Stationary_process
http://en.wikipedia.org/wiki/Gaussian_Process
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NAMD uses the Brünger-Brooks-Karplus (BBK) method [19], a natural extension of the Verlet 

integration method [18] for the Langevin equation. In the framework of Langevin dynamics, a 

constant temperature is maintained by the friction force and the stochastic force, ensuring a 

thermostat. In my simulations, the temperature was maintained at 300K. 

As all my simulations were run with a constant number of atoms, constant pressure, and 

constant temperature (NPT ensemble), a barostat was also required. Pressure is controlled by 

dynamically adjusting the size of the unit cell and rescaling all atomic coordinates (other than 

those of fixed atoms) during the simulation. I used the Langevin piston Nose-Hoover method in 

NAMD as the barostat. It is a combination of the Nose-Hoover constant pressure method [20], 

with piston fluctuation control implemented using Langevin dynamics [21]. With this barostat, 

the pressure in my simulations was maintained at 1atm when the oscillation time of the piston 

was set to 100fs and the decay time 50fs. 

1.2.3 Free energies: Free energy perturbation 

1.2.3.1 Theoretical background 

In MD simulations, the system is evolved with changing positions of atoms and energies. 

For a system at a constant temperature and pressure, the free energy can be calculated using the 

energies from the MD simulation through the following equation 

ὃ ÌÎВὩὼὴὌ                                                                                 Eq. 5 

where ɓ=1/kBT, kB is the Boltzmann constant, T the temperature and Hi the Hamiltonian of each 

configuration of the system.  
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Free energy perturbation (FEP) is a method to calculate the free energy difference 

between two states [22]. Perturbing from state a to state b, the free energy difference is expressed 

by 

Ўὃᴼ ÌÎộὩὼὴὌ ὼȟὴ Ὄ ὼȟὴ Ớ                                                     Eq. 6 

Here, Ὄ ὼȟὴ  and Ὄ ὼȟὴ  are the Hamiltonians characteristic of states ὥ and ὦ, respectively. 

ộȣỚ denotes an ensemble average over configurations representative of the initial, reference 

state, ὥ. Convergence of Equation 6 implies that low-energy configurations of the target state, ὦ, 

are also configurations of the reference state, ὥ, thus resulting in an appropriate overlap of the 

corresponding ensembles. In practice, transformation between the two thermodynamic states is 

replaced by a series of transformations between non-physical, intermediate states along a well-

delineated pathway that connects ὥ to ὦ. This pathway is characterized by a general extent 

parameter, often referred to as ``coupling parameter'', ‗, that makes the Hamiltonian and, hence, 

the free energy, a continuous function of this parameter between ὥ and ὦ:  

Ўὃᴼ В ÌÎộὩὼὴὌὼȟὴȠ‗ ὌὼȟὴȠ‗ Ớ                                        Eq. 7   

Here, N stands for the number of intermediate stages, or ``windows'' between the initial and the 

final states. In my calculations, I have used 22 windows. And each window spanned over 500ps 

(step size=1fs) with an equilibration for the first 50ps. The energies were saved every 150fs for 

ensemble averaging at the end of each window. 

1.2.3.2 The dual-topology paradigm 

In a typical FEP setup involving the transformation of one chemical species into an 

alternate one in the course of the simulation, the atoms in the molecular topology can be 
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classified into three groups, (i) a group of atoms that do not change during the simulation -- e.g. 

the environment, (ii) the atoms describing the reference state, ὥ, of the system, and (iii) the 

atoms that correspond to the target state, ὦ, at the end of the alchemical transformation. The 

atoms representative of state ὥ should never interact with those of state ὦ throughout the MD 

simulation. Such a setup, in which atoms of both the initial and the final states of the system are 

present in the molecular topology file, is characteristic of the so-called ``dual topology'' 

paradigm [23]. The hybrid Hamiltonian of the system, which is a function of the general extent 

parameter, ‗, that connects smoothly state ὥ to state b , is calculated as a linear combination of 

the corresponding Hamiltonians: 

ὌὼȟὴȠ‗ Ὄ ὼȟὴ ‗Ὄ ὼȟὴ  ρ ‗Ὄ ὼȟὴ                                               Eq. 8 

where Ὄ ὼȟὴ  describes the interaction of the group of atoms representative of the reference 

state, , with the rest of the system. Ὄ ὼȟὴ  characterizes the interaction of the target 

topology, , with the rest of the system. Ὄ ὼȟὴ  is the Hamiltonian describing those atoms 

that do not undergo any transformation during the MD simulation.  

During my simulations, in the case of the perturbation from GTP to UTP, only the base is 

perturbed while the ribose and the triphosphate groups remain the same. The perturbation was 

performed similarly for the case of GTP to 2ô-dGTP. 

1.2.3.3 Special treatments 

In order to avoid the so-called ``end-point catastrophes'', it is crucial to avoid situations 

where growing particles overlap with existing particles with an unbounded interaction potential, 

which would approach infinity as the interaction distance approaches zero [24]. One possible 

route for avoiding overlap of unbounded electrostatic potentials consists of allowing a bounded 

(soft-core) vdW potential to repel first all overlapping particles at low values of ɚ. As ɚ  
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increases, once the particles are repelled, it becomes safe to turn on FEP electrostatics. For the 

soft-core vdW potential in my simulations, the radius-shifting coefficient was set to 5.  

During my FEP calculations, electrostatic interactions of the annihilated particles were 

linearly decoupled from the simulation between ɚ = 0 and ɚ = 0.5, and electrostatic interactions 

of the appearing particles were decoupled from the simulation between ɚ = 0.5 and ɚ = 1. Van 

der Waals interactions of the annihilated particles were linearly decoupled from the simulation as 

ɚ increases from 0 to 1while vdW interactions of the appearing particles were coupled to the 

simulation as ɚ increases from 0 to 1. 

1.2.4 Free energies: Umbrella sampling 

While free energies can be obtained for systems of different compositions as described 

above, they can also be calculated for different states of the same system. In most cases, these 

states we are interested in are results of rare transitions, and therefore, not accessible by 

conventional MD methods. Biasing potentials are often required to sample high-energy states of 

the system. When a biasing potential V is applied to a system along the reaction coordinate z, the 

new probability distribution P becomes 

Pb(z)  P(z) exp[-ɓV(z)] , 

where Pb is the probability distribution of the biased system at z and ɓ=1/kBT, kB is the 

Boltzmann constant, T the temperature.  

Taking the logarithm of this relationship, 

A(z) =   ln[P(z)] ï V(z) + const ,                                                                       Eq. 9 

where A is the free energy and the last term is a constant. 
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When the biasing potential takes the form of a harmonic potential, it is then called 

umbrella sampling [25]. In my work, the coefficient of the harmonic potential was set to 

10kcal/Å
2
. There were 32 and 22 windows along the reaction coordinate for the 2 umbrella 

sampling calculations. The starting structure of each window was selected from MD simulations 

(details in Chapter 3) and the umbrella sampling for each window was then run in parallel. The 

neighboring windows were adequately overlapped. In both umbrella sampling calculations, each 

window spanned over 2ns with a step size of 1fs.  This included an equilibration of 100ps in the 

beginning. The reaction coordinate value was collected every 0.1ps. 

After data collection, a weighted-histogram analysis method (WHAM) [26] was used to 

post-process the results from umbrella sampling. The version of WHAM used in this work was a 

stand-alone code implemented by Dr. Grossfield [27]. The convergence tolerance of the WHAM 

analysis was 0.001kcal/mol. 

1.2.5 QM/MM methods 

We used QM/MM methods to calculate the reaction pathway of the nucleotidyl transfer 

reaction catalyzed by RNAP II. A comprehensive review of QM/MM techniques is presented in 

Chapter 4. Methods pertinent to our work are summarized here. 

The molecular mechanical (MM) description of the system is by the CHARMM force 

field [15]. The quantum mechanical (QM) part of the system was described by density functional 

theory (DFT) and by a re-parametrized Austin model 1 (AM1). DFT is the state-of-the-art 

computational tool for biomolecular systems. Its formalism is 

ᶯ Ὡὺ ὶᴆ ᷿
ᴆ

ȿᴆᴆȿ
Ὠὶ ὺ ὶᴆ   ὶᴆ ‐  ὶᴆ                           Eq. 10 



 

15 

where the electron density  ὲὶᴆ Вȿ  ὶᴆȿ,   ὶᴆ is the one-particle Kohn-Sham orbital, 

ὺ ὶᴆ  is the potential of the nuclei and ὺ ὶᴆ the exchange-correlation potential. The 

exchange-correlation potential is based on a pre-parametrized functional and hence the name 

density functional theory. Functionals based on generalized gradient approximations are widely 

used for DFT calculations. In my work, the PBE functional [28] has been used for most of my 

DFT calculations. Part of our benchmark calculations were performed with the B3LYP 

functional [29]. The basis set we used was DZVP.  

The AM1 method is based on the modified neglect of differential diatomic overlap 

approximation (MNDO). In MNDO [30], the Hamiltonian of the system consists of the 

electronic energy and the nuclear repulsion energy. Electrons of an atom are divided into core 

electrons and valence electrons. Core electrons are combined with the nuclear charge and 

represented as the reduced nuclear charge Zô. Since MNDO only treats main group elements, 

valence electrons are only composed of s and p orbitals. Three types of interactions are 

considered in MNDO: core-electron, electron-electron and core-core interaction. The core-

electron Hamiltonian  

Ὤ ộ‘ȿ▐ȿ’Ớ Ὤ Ὗ В ὤộ‘‘ȿ’’Ớ,                                                         Eq. 11 

where Õ and ɜ are valence orbitals, a runs over all atoms, A and B are different atoms, ŭ is a delta 

function and Zô is the reduced nuclear charge. Uµ takes the form of  

Ὗ ộ‘ ᶯ ὠ ’Ớ                                                                                                    Eq. 12 

where ᶯ is the kinetic energy operator and VA is the potential by the nucleus.  
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The electron-electron interaction energy is written in Eq. 13 as a product of the 

corresponding overlap integral multiplied by the average of two atomic ñresonanceò parameters, 

ɓ. The overlap SÕɜ is calculated explicitly. 

ộ‘ȿ▐ȿ’Ớ Ὓ                                                                                     Eq. 13 

The integral in the second term of Eq. 11 are parametrized within a sp-basis set: 

ộίίȿίίỚ Ὃ  

ộίὴȿίὴỚ Ὃ  

ộίίȿὴὴỚ Ὄ  

ộὴὴȿὴὴỚ Ὃ  

ộὴὴᴂȿὴὴᴂỚ Ὃ  

where the G-type parameters are Coulomb terms while the H parameter is an exchange integral. 

The Gp2 integral involves two different types of p functions. 

The core-core interaction should be ZôAZBô/ RAB. However, due to the inherent 

approximations in the method, this term is not cancelled by electron-electron terms at long 

distances, resulting in a net repulsion between uncharged molecules or atoms. To overcome this 

artefact, MNDO calculates the core-core interaction between atoms A and B, Vnn(A, B) as 

ὠ ὃȟὄ ὤὤộίίȿίίỚρ Ὡ Ὡ ,                                             Eq. 14 

where the Ŭ exponents are taken as fitting parameters. 

In AM1 [31], the core-core interaction further improved as 

ὠ ὃȟὄ ὠ ὃȟὄ В ὥ Ὡ ὥ Ὡ ,            Eq. 15 
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where k is between 2 and 4, depending on the atom and ak, bk ,ck are fitting parameters. A major 

drawback of AM1 is the inadequate description of bond formation involving phosphorus atoms 

due to the lack of d orbitals. Although AM1ôs core-core interaction is known to perform well for 

hydrogen bonds, it is nonetheless desirable to diminish it for phosphorus bonding. Therefore, a 

model needs to be parametrized to balance between the addition of d orbitals and the scaling of 

the core-core interaction.  

Recently, a newly re-parametrized AM1 method with d orbitals added, AM1/d-PhoT, has 

been developed for phosphoryl transfer reactions [32]. It has re-fit the parameters of H, O and P 

atoms and been successfully applied to the phosphoryl transfer reaction by the hairpin ribozyme 

[33]. Since this reaction is quite similar to the nucleotidyl transfer reaction, AM1/d-PhoT is also 

suitable for our study of RNAP II. Benchmark calculations also support the application of this 

method to our system as shown in Figure 1-5. Details of the benchmark calculations are in 6.3. 
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Figure 1-5: Benchmarking of AM1/d-PhoT 

 

1.2.6 Relaxed surface scan 

Relaxed surface scan is a method to explore the potential energy surface while scanning 

along certain reaction coordinates. In this method, a harmonic potential is applied along the 

reaction coordinates to move the system from the reactant state to the product state. At each step 

along the reaction coordinates, the rest of the system is allowed to relax by optimization. 

Therefore, the attained reaction pathway corresponds to a minimum energy pathway. In our 

work, we used a constraint with k=2500kJ/mol and divided each reaction coordinate into 21 
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steps. We adopted this method to ensure the transition of the system along certain reaction 

coordinates so as to compare different possible pathways. 

1.3 Main conclusions of the thesis 

We build a kinetic model and successfully recover the rate of the nucleotide addition 

cycle based on empirical reaction parameters. We find that the selection for the matched base is 

achieved in the binding process while the discrimination of the 2ô-OH should be fulfilled in the 

catalytic reaction. We identify from MD trajectories the important residues in the NTP transfer 

and binding process. The free energy profile of the cognate NTP transfer from the entry site to 

the addition site suggests that the trigger loop and the bridge helix actively participate, and that 

this process is not rate-limiting with the participation of the trigger loop and the bridge helix. The 

free energy difference between different types of NTPs demonstrates that the cognate NTP is the 

most stable NTP in the addition site.  The 2ô-dNTP is slightly less favored, by 1.91 kcal/mol, and 

the unmatched NTP is the least stable by 16.80 kcal/mol. The MD simulation results indicate that 

the instability of the 2ô-dNTP is due to its twisted ribose, a direct result of the absent 2ô-OH, 

which results in less interaction with surrounding residues. The instability of the unmatched NTP 

lies in the lack of contacts between its misplaced base and surrounding residues, stemming from 

mismatching between the base and the DNA template. The results of thermodynamic stability 

and kinetic transfer calculations suggest that the NTP is mainly discriminated in the addition site.  

In the case of unmatched NTPs, this is directly the result of thermodynamic instability.  2ô-

dNTPs, however, are likely discriminated through catalytic inefficiency.  

With respect to methodology development, we first present a comprehensive review of 

the QM/MM methodology as a backdrop for our own QM/MM implementation. We then 

describe an implementation of a QM/MM interface between deMon2k and CHARMM. Finally, 
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we build three models to correct the defects in the RNAP II crystal structures and conduct MD 

simulations and QM/MM relaxed surface scans on each of them. Regarding the difference in the 

3ôO-Mg coordination among the three models, our results show that this coordination is not 

required for the reaction to proceed as it is evidently broken or weak in most of the scans that 

produce low energy barriers. Therefore, the role of Mg(A) in RNAP II appears to be more 

structural than catalytic. Regarding the nucleotidyl transfer reaction by RNAP II, the results 

show that the 3ô-H is transferred to the Ŭ-phosphate either directly or indirectly, facilitating the 

formation of the 3ôO-PŬ bond and the weakening of the PŬ-OŬɓ bond. Following this, the 3ô-H 

migrates to the OŬɓ, resulting in the pyrophosphate leaving. The quintessential part of this 

mechanism is that the proton so efficiently mediates among different parties engaged in the 

reaction to facilitate the P-O bond forming and breaking. Although the acceptor of the initial 

proton transfer may vary depending on the particular conformation of the active site, all possible 

routes converge to the same destination. 
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 CHAPTER TWO: EXPLORING THE MOLECU LAR ORIGIN OF THE HI GH 

SELECTIVITY OF MULTI SUBUNIT RNA POLYMERA SE II BY STOCHASTIC 

KINETIC MODELS   

2.1 Abstract 

RNA polymerases are molecular machines of great fidelity, which can recognize matched 

NTPs from unmatched NTPs and 2ô-dNTPs. We investigated by a stochastic simulation 

algorithm the whole nucleotide addition cycle based on an event-driven model. This model 

allows us to examine possible molecular origins of the high fidelity of RNA polymerases. For 

unmatched NTP selectivity, the conclusions drawn from simulated elongation rates corroborate 

those derived from structural analysis. The presence of two conformations (E site and pre-

insertion site) for the incoming nucleotide before the polymerization reaction is sufficient to 

allow selectivity. Concerning sugar selectivity, our results indicate that selectivity is only 

achievable if slow chemical reactions occur for 2'-dNTP. These results can be used to understand 

recent experimental observations. 

2.2 Introduction  

One critical process in gene expression is the transcription step during which an RNA 

transcript is produced from a DNA strand. The molecular machinery of transcription is 

extraordinarily complex and involves a large number of proteins that all contribute to the 

regulation of gene expression. At the heart of this machinery, RNA polymerases (RNAPs) are 

recruited to catalyze the polymerization of messenger RNAs (mRNAs) from nucleoside 

triphosphate molecules (NTP) and the DNA template. One of the remarkable features of RNAP 

is its high degree of selectivity. This selectivity plays both on the base pairing (T-A and G-C) 

and on the sugar (NTP vs. 2'-dNTP). The exact molecular origin of such high selectivity is 

however still a matter of discussion. It is generally admitted that one elongation cycle of the 
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RNA transcript involves several sub-processes, each of them being subject to a stochastic kinetic 

behavior. The problem is thus to understand how the overall selectivity of the transcription 

process emerges from the microscopic (molecular or atomic) characteristics of RNA polymerase 

given the multitude of chemical or physical-chemical events. To address this question, we have 

elaborated during the last years a multiscale methodology relying on tools of quantum chemistry 

(to get atomic level properties) and on stochastic simulations. In this paper we follow our initial 

investigations and integrate into our stochastic kinetic scheme some recent biochemical 

evidence, especially concerning the role of molecular fragments at the active center of RNA 

Polymerase II (RNA Pol II). 

Recent extensive genetic, crystal X-ray and biochemical studies demonstrate several 

possible pictures of the high-substrate-selectivity mechanism by multisubunit RNAPs. 

Multisubunit RNAPs exist both in eukaryotes and prokaryotes, being closely related to each 

other [1]. Genetic data show that eukaryotic RNA Pol II (yeast) and prokaryotic RNAPs (E. coli 

and T. Thermophilius) have a high degree of genetic conservation, particularly within their active 

sites. Their crystal X-ray data further highlight their structural conservation. They have for 

instance a common NADFDGD motif within the active site [2, 3] with an embedded triad of 

aspartic acid residues. This triad always holds an Mg2+ ion which is proposed to assist in the 

formation of a nucleophile in the catalysis (shown in Fig. 2-1) [4]. Recently particular attention 

has been devoted to an element situated close to the entry site of the NTP and called the Trigger 

Loop. [5, 6] It can change its loop conformation to a helix conformation and seems to play the 

role of a door, closing and opening or eventually assisting the entry of the active site for the 

substrate, and hence probably playing an important role in NTP selectivity. 
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Figure 2-1: The two steps of the polymerization reaction catalyzed by RNAPol II 

The last RNA transcript is represented in green, the incoming NTP in blue. The 

deprotonated aspartic triad that holds the magnesium cations (in brown) are represented 

in red. 

The NTP selectivity may originate from thermodynamic (stabilization or destabilization) 

or kinetic ("catalysis") considerations. Of course both aspects could play complementary roles. 

Substrate binding could be the process that mainly determines substrate selection since the base 

pairing/packing interactions and the residuesô ī 2ô-OH interactions are all heavily involved in 

this process. Biochemical studies of mutants did indicate that the RNAPsô high substrate 

selectivity may partly come from residues that make contacts with the 2ô-OH/3ô-OH groups of 

the incoming NTP. One proposed residue is the Asn residue in the NADFDGD motif [7].  All 

those elements argue in favor of a thermodynamic control of NTP selectivity. However, another 

recent biochemical study [6] showed that the principle defect of elongation caused by mutations 

in E. Coliôs TL was in catalysis rather than in substrate binding, implying that pyrophosphate 

release may be the process that most determines substrate selection. Very recently, two mutation 
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studies showed that the TL in yeast also functioned strongly in substrate selection. One study 

showed that one residue, His, which actually exists in both eukaryotic and prokaryotic TLs, can 

increase incorporation rates for correct substrates much more than those for incorrect substrates 

[8]. The other study indicated that the long closing period of the TL improved incorporation 

efficiency for incorrect substrates much more than for correct substrates [9]. Thus, the TL also 

seems to control the fidelity of transcription elongation. This accumulation of experimental 

evidence thus suggests that NTP selectivity is more controlled by kinetics than by 

thermodynamics.  

Our goal is to integrate the previous biochemical evidence into a reasonable kinetic 

model of the polymerization process. One key feature of the transcription elongation process is 

that it involves a series of sub-processes, such as RNAP moving back and forth along the DNA 

template, the substrate diffusing to an entry site, the substrate binding to a pre-insertion site, the 

TL closing and opening the active site, phosphodiester bond formation, and pyrophosphate 

release. Notice that some of them might be concerted in the real system, for instance the rotation 

of the nucleotide and the closing of the TL. At a single enzyme level, all these events occur in a 

stochastic manner and the methodology used should take account of this aspect. We thus built a 

stochastic kinetic model of the elongation cycle based on experimentally observed/inferred 

events. Using this model, we obtained kinetic features which may give insights into previous 

biochemical experiments regarding substrate selection. Our major finding is that only differences 

in substrate binding affinity cannot explain the high fidelity of RNAPs. Differences in the 

chemical reaction rate for different substrates appear to play a dominant role. 
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2.3 Models and methods 

Following the previous discussion and based on several pieces of biochemical evidence 

we built the following elongation catalytic cycle which encompasses five steps. This kinetic 

scheme is mainly based on available X-Ray structures (Fig. 2-2) to determine the nature of the 

chemical intermediates. When relevant, in view of experimental data, the reverse reactions are 

also considered. We finally remark that we merged together the three sub-steps of the chemical 

catalytic reaction (deprotonation of the 3'OH group, phosphodiester bond formation, and 

pyrophosphate release) into one step (eq. 9). 

 

 
 

a) 1l6H b) 2O5I c) 1R9T 

  

d) 2PPB e) 2O5J 

Figure 2-2: Five molecular events caught by X-ray crystallography involved in a putative 

elongation cycle 

(a) catalytic reaction (PDB: 1I6H), (b) RNAP moving forward to the next base along the 

DNA template (PDB: 2O5I), (c) substrate diffusing to an entry site (PDB: 1R9T), (d) 

substrate binding to a pre-insertion site (PDB: 2PPB), and (e) TL closing the active site 
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(PDB: 2O5J). The loop with a triad of aspartate residues is denoted in blue tube, the TL in 

blue ribbon, DNA template in green tube, RNA transcript in light red tube, and Mg
2+

 ions 

in green spheres. Base pairs are also shown between the DNA template and the RNA 

transcript. Note that the DNA template does not show well in (b) and that the TLs in (a-d) 

are not completely shown in the crystal structures. 

 

RNAP moving forward to the next base along the DNA template [10, 11, 12, 13] 

RNAPfwdRNAPpdt 1½½k      (1) 

RNAPpdtRNAPfwd 2½½k      (2) 

Substrate diffusing to an entry site [14] 

NTPesiteEsiteNTPfree 3½½+ k     (3) 

Substrate binding to a pre-insertion site [6] 

NTPinsertRNAPfwdNTPesite 5½½+ k    (5) 

RNAPfwdNTPesiteNTPinsert 6 +½½k    (6) 

TL closing the active site [5, 6] 

NTPasiteNTPinsert 7½½k      (7) 

NTPinsertNTPasite 8½½k      (8) 

Catalytic reaction [15] 

EsiteRNAPpdtNTPasite 9 +½½k
.    (9) 

RNAPpdt and RNAPfwd mean that RNAP reaches the product (Fig. 2-2a) and forward (Fig. 2-

2b) states, respectively. Note that RNAPpdt corresponds to the pre-translocational state and 

RNAPfwd to the post-translocational state. NTPfree, NTPesite, NTPinsert and NTPasite are four 

species of NTP: in free diffusion, at the entry site, at the pre-insertion site, and at the addition 
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site. Esite denotes the state of the entry site. k1 to k9 are probability rate constants for these nine 

molecular events.  

The above equations actually give evolutionary rules for the molecular species. These 

probability rate constants specify how often the stochastic events occur. Given initial molecular 

states, using a Monte Carlo method called the Gillespie algorithm or the Kinetic Monte Carlo 

method [16] we can perform a stochastic simulation. In the simulation, the algorithm uses two 

random numbers to determine at what time which event occurs next, which can be used to 

determine the next states of the system by following the evolutionary rule corresponding to the 

event. The algorithm can repeat this process to produce a temporal evolution of molecular 

species. This temporal evolution is a possible realization of the underlying stochastic process for 

the model. More details about the algorithm can be found in Ref. [16]. 

The initial conditions for the model we are using in this study are: NTPfree = 1000, 

RNAPpdt = 1, RNAPfwd = 0, NTPesite = 0, NTPinsert = 0, NTPasite = 0, and Esite = 1. That is, 

the number of NTPs in free diffusion is 1000, RNAP is in the pre-translocational state, and no 

substrates occupy any site. Note that Esite = 1 denotes that the entry site is available. These 

settings can be used to mimic the situation that the elongation just gets started or that the 

elongation recovers from a pause. 

 Estimations of the individual rate constants (k1-9) of the various steps were determined in 

view of the following considerations. The average rate of RNA synthesis by E. coli in vivo is 

about 50 nucleotides per s. Therefore, any reaction rate involved in the elongation cycle should 

be larger than 50 s
-1

. For the back-and-forth motion of RNAP (k1 and k2), 60-70 percent of the 

transcription elongation complexes are known to stay in the pre-translocational state when the 

elongation complex is stalled due to a lack of matched substrates [9]. To match this ratio k1 was 
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set to 100s
-1

 (RNAP moving from pre- to post-translocation) and k2 to 200 s
-1

 (reverse process). 

Concerning the diffusion of the incoming NTP to the entry site (Esite) we used a theoretical 

evaluation of 200 s
-1

 [17], leading to k3 = 0.2 s
-1

 ( 1

3 2001000 -=³ sk ).The reasonable rate for 

substrates to leave the entry site should be between 50 and 200 s
-1

. We thus set 1

4 100 -= sk  

(substrate leaving Esite). The following rate constants (k5 to k9) are harder to evaluate as they are 

associated with a large number of atoms and with complex physical-chemical events. The 

determination of adequate reaction coordinates, activation energies and finally estimates of their 

rate constants are challenging. In the present study, we bypass these modeling difficulties for the 

moment and aim at determining the weights of the individual chemical events in the selectivity 

of the nucleotide by performing a sensitivity study. Three physical-chemical or chemical steps 

are analyzed, the rotation (in and out) of the nucleotide within the active site (k5 and k6 

respectively), the closure of the TL (k7 and k8) and the polymerization reaction (k9). In a first 

kinetic model (model 1) we explicitly hypothesize that steps 5-6 and 7-8 are uncoupled. In fact, it 

is hard to confirm this hypothesis from experimental data. Consequently we also consider the 

possibility of a kinetic scheme where the rotation of the nucleotide and the closure of the trigger 

loop are concerted (model 2). 

Biochemical data (X-Ray) indicate that the nature of the incoming substrate (correct, 

unmatched or 2'deoxy) has to be taken into account in the rotation step. In our kinetic model, this 

is done through the respective values of k5 and k6 the ratio of which defines the equilibrium 

constant Krot of the rotation step. For a regular elongation step, no matched NTP are observed in 

the Esite, but only in the pre-insertion site, suggesting that the rotation equilibrium is totally 

displaced toward the pre-insertion site. Based on this experimental evidence, we have assigned a 
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value of 100 to Krot. On the other hand, for unmatched NTP, all the nucleotides are observed in 

the Esite, and not in the pre-insertion site, leading in our protocol to a value of 0.01 for Krot. 

Finally, the 2'-deoxy NTP is an interesting intermediate case with a value of 0.4, reflecting an 

equilibrium constant allowing the nucleotide to be substantially stabilized in both sites. This ratio 

was derived from X-Ray experiments showing the presence of 2'-deoxy NTP in both the Esite and 

the pre-insertion site.     

2.4 Results 

As described in the previous part, stochastic simulations were performed for various sets 

of rate constants to get averaged values of the polymerization rate. Specifically, 100 simulations 

were carried out for each averaged value. In the following tables, we also report the ratio of the 

elongation rates (denoted by E) between the correct nucleotide and the unmatched or 2'-deoxy 

nucleotides. These values are discussed in the next paragraphs and will be compared to the 

available experimental values. For the unmatched nucleotides, various kinetic experiments 

indicate a ratio Eunmat/Emat of about 1.25×10
-4

 [8]. Concerning the sugar selectivity, the sensitivity 

seems to be less pronounced with a reported ratio E2'deoxy/Emat of about 2.1×10
-3

 [8].  

We first examine the hypothesis that there is no coupling between the k5/6 and k7/8 reactions 

(model 1). Thus, all the reactions listed above were used. Table 2-1 summarizes the various 

elongation rates for various k5/6 keeping k7/8 and k9 constant. The obtained elongation rates 

indicate different selectivity depending on the nucleotide that is considered.  For unmatched 

NTP, a ratio of 0.02 is found for the highest values of k5 and k6 (fast rotation), the selectivity 

being partly lost for slow rotation. For the deoxy case, the selectivity is significantly lower (ratio 

around 0.5), and is nearly lost for a slow rotation process (ratio=0.9).  
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Table 2-1: Elongation rates of different NTPs  

The rates are in nucleotides per second (nt·s
ī1

) with fixed k7 (500 s
ī1

), k8(1000 s
ī1

), and 

k9(1000s
ī1

)  

 

 Matched NTP Unmatched NTP 2'-deoxy NTP 

 Krot = 100 Krot = 0.01 Krot = 0.4 

k5 

(s
ī1

) 

k6 

(s
ī1

) 

Emat 

(nt·s
ī1

) 

k6 

(s
ī1

) 

Eunm 

(nt·s
ī1

) 

Eunm/ Emat 

k6 

(s
ī1

) 

E2'deoxy 

(nt·s
ī1

) 

E2'deoxy/ Emat 

500 5 48.16 50 000 1.14 0.024 1250 23.54 0.489 

400 4 45.81 40 000 1.10 0.024 1000 22.88 0.499 

300 3 42.37 30 000 1.09 0.026 750 21.83 0.515 

100 1 26.17 10 000 1.12 0.043 250 16.40 0.627 

10 0.1 4.32 100 0.97 0.225 25 3.95 0.914 

 

In comparison with the experimental data those values are not sufficiently small to 

discriminate different nucleotides and, hence, to account for RNA Pol II's selectivity. Actually, 

the better selectivity observed for the unmatched NTP case is obviously related to the fact that 

the incoming NTP is not stabilized in the pre-insertion site. Few monomer molecules have access 

on average to the pre-insertion site. This point is related to the rotation equilibrium constant 

Krot=k5/k6. Nevertheless, the value proposed in the present study (0.01) has only to be seen as an 

upper limit for the rotation step, a value that accounts for the non-observation of unmatched NTP 

in the pre-insertion site. Lower values for Krot might not be excluded from the present 

computational modeling. For instance with Krot=10
-3

, a selective ratio of 0.00036 is found. The 

proper evaluation of this equilibrium constant with an accurate computational method is 
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currently under way in our group. Finally, as proposed by Ref. [14], the presence of a rotation 

step associated with two conformational positions of the nucleotide is probably sufficient to 

discriminate between matched and unmatched NTPs. At this stage the question of selectivity of 

the correct sugar remains open. 

In the next computational experiment, we set k5 to 500 s
-1

, a value which renders the best 

selectivity, but we decrease the chemical reaction rate (k9). An improvement of the selectivity is 

obtained for the slowest rate constants (Table 2-2). The selectivity remains however very far 

from the experimental data. Moreover, the small gain in selectivity seems to have to be paid for 

by a serious loss of enzymatic activity since the elongation rate for the correct NTP amounts only 

to 3.2 nt.s
-1

 (k9 = 10s
-1

). Finally, even when adjusting the different values for k7 and k8, no 

satisfactory selectivity is obtained for the 2'-deoxy monomer (Table 2-3).  

Table 2-2: Influence of the chemical reaction rate constant k9 on the elongation rates  

Values obtained with fixed k5 (500 s
-1

), k7 (500 s
-1

) and k8 (1000s
-1

) 

 

 Matched NTP Unmatched NTP 2'-deoxy NTP 

k9 

(s
ī1

) 

Emat 

(nt·s
ī1

) 

Eunm 

(nt·s
ī1

) 

Eunm/ Emat 

E2'deoxy 

(nt·s
ī1

) 

E2'deoxy/ Emat 

1000 48.16 1.14 0.024 23.54 0.489 

700 45.83 0.96 0.021 20.66 0.451 

600 44.39 0.92 0.021 19.40 0.437 

500 42.81 0.87 0.020 17.70 0.413 

400 40.48 0.69 0.020 15.48 0.383 

100 21.36 0.28 0.013 5.85 0.274 
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10 3.19 0.098 0.031 0.75 0.236 

1 0.44 0.07 0.161 0.15 0.337 

 

Table 2-3: Influence of the rate constants (k7and k8) on the elongation rates  

k5 and k9 are set to 500 s
ī1

 and 1000 s
ī1

 for all three cases. k6 is set to 5 s
ī1

, 50000 s
ī1

, and 

1250 s
ī1

, respectively, for the matched, unmatched and 2-deoxy NTP. 

 Matched NTP Unmatched NTP 2'-deoxy NTP 

 

Emat 

(nt·s
ī1

) 

Eunm 

(nt·s
ī1

) 

Eunm/ Emat 

E2'deoxy 

(nt·s
ī1

) 

E2'deoxy/ Emat 

k7=50s
ī1

 

24.41 0.09 0.0037 6.28 0.2573 

k8=100s
ī1

 

k7=1000s
ī1

 

49.99 0.23 0.0046 27.56 0.5513 

k8=2000s
ī1

 

 

We now turn our attention to the second hypothesis which is related to coupling of the 

rotation step and the TL closing/opening movement (Model 2). In other words we assume that 

the rotation of the NTP is catalyzed by the closure of the TL. In practice, this is achieved here by 

deleting the seventh and eighth reactions (k7 and k8) and by considering that reactions five and 

six (k5 and k6) are now relevant to a merged concerted reaction. To connect reactions 5 and 6 to 

reaction 9, we changed NTPinsert in reactions 5 and 6 to be NTPasite. Similar simulations have 

been performed with the same sets of rate constants. The results are gathered in Table 2-4. 

Clearly the modified kinetic scheme does not lead to any improvement of the selectivity for any 

kind of NTP. Obviously, it is even less pronounced than before, particularly for the cases with 

fixed k9. 
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Nevertheless a very interesting element appears for the unmatched NTP case. When 

compared with the previous kinetic model 1, the set of elongation rates for model 2 implies some 

loss of selectivity. Assuming the ability of the present kinetic model to describe the main RNA 

Pol II kinetic features, these results mean that a supplementary step between the rotation of the 

nucleotide and the chemical reaction seems useful to discard unmatched NTP if other conditions 

are the same. A comparison of greatest interest listed in Table 2-4 is the last one with fixed k9, 

where there are slowest NTP rotation rates. In such a situation, in the absence of the separating 

step, the rotation of the nature of the sugar ring may be expected as long as similar values of k9 

are taken for all the kinds of nucleotides. However, when one considers the possibility of 

individual chemical reaction rates for every nucleotide, good selectivity is achievable. For 

example assigning a value of k9 = 10
3
 s

-1
 for the matched nucleotide and the relative stabilization 

of the nucleotide within the E and pre-insertion site are almost of no use for selectivity. In view 

of the recent literature we have proposed here that this supplementary step might be the 

closing/opening of a sub-chain called the Trigger Loop. Indeed, yeast RNA Pol II adds 

nucleotides and translocates slowly and with reduced accuracy in the presence of Ŭ-amanitin [8]. 

The inhibitor, Ŭ-amanitin, seems to stop the Trigger Loop from performing the closing [8, 13], 

which may affect the fidelity of RNAPs [18].  

Table 2-4: Elongation rates of different  NTP when k5 and k9 are varied 

 Matched NTP Unmatched NTP 2'-deoxy NTP 

 Krot = 100 Krot = 0.01 Krot = 0.4 

fixed k9 = 1000 s
-1
 

k5 k6 Emat k6 Eunm Eunm/ Emat k6 E2'deoxy E2'deoxy/ Emat 
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(s
ī1

) (s
ī1

) (nt·s
ī1

) (s
ī1

) (nt·s
ī1

) (s
ī1

) (nt·s
ī1

) 

500 5 57.35 50 000 57.13 1.0 1250 57.39 1.0 

400 4 54.30 40 000 54.20 1.0 1000 54.29 1.0 

300 3 49.54 30 000 49.47 1.0 750 49.56 1.0 

100 1 28.87 10 000 28.99 1.0 250 28.87 1.0 

10 0.1 4.30 100 4.31 1.0 25 4.30 1.0 

fixed k5 = 500 s
-1
 

k5 

(s
ī1

) 

k6 

(s
ī1

) 

Emat 

(nt·s
ī1

) 

k6 

(s
ī1

) 

Eunm 

(nt·s
ī1

) 

Eunm/ Emat 

k6 

(s
ī1

) 

E2'deoxy 

(nt·s
ī1

) 

E2'deoxy/ Emat 

1000 5 57.35 1.0 57.13 1.0  57.39 1.0 

700 5 56.12 1.0 56.05 1.0  56.10 1.0 

600 5 55.53 1.0 55.36 1.0  55.55 1.0 

500 5 54.80 1.0 54.57 1.0  54.79 1.0 

400 5 53.66 1.0 53.66 1.0  53.68 1.0 

100 5 40.01 1.0 40.01 1.0  40.00 1.0 

10 5 8.83 1.0 8.81 1.0  8.84 1.0 

1 5 1.11 1.0 1.11 1.0  1.11 1.0 

 

 

Altogether, our results indicate that no selectivity on the nature of the sugar ring can be 

expected as long as similar values of k9 are taken for all kinds of nucleotides. However, when 
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one considers the possibility of individual chemical reaction rates for every nucleotide, good 

sensitivity is achievable. For example assigning a value of k9= 10
-3

 s
-1

 for the matching case and  

1.0 s
-1

 for the 2'-deoxy case (Tables 2-1 and 2-2), the experimental selectivity of c.a. 2.0×10
-3

 can 

be recovered. Applying an Arrhenius law, such a difference for the rates constants of 1000 s
-1

 is 

equivalent to a difference of 17.1 kJ.mol
-1
 for the activation energies (for T=298K). This value is 

certainly attainable thanks to a few electrostatic interactions within the catalytic core of the 

enzyme. Indeed it roughly corresponds to the energy of a single hydrogen bond. This result 

suggests that selectivity against the nature of the sugar might not be so difficult to reach during 

the polymerization. This may be used to explain why RNAPs are very sensitive machines in 

terms of hydrogen-bonded interactions between the NTP and RNAP. Nevertheless it brings a 

puzzling question about the corresponding molecular basis as X-Ray structures show that the 

sugar moiety of the incoming NTP is a couple of Angstroms away from the reactive sphere i.e. 

the Pa atom of the monomer and the O3' atoms of the last transcript nucleotide (Fig. 2-1). Hence 

more mechanistic investigations will have to be carried out to understand how the influence of 

the O2' atoms (or its absence for a 2'-deoxy NTP) can be dynamically transmitted to the reactive 

sphere. Such work is in progress in our lab and will be presented in due course.  

 

2.5  Conclusions 

The transcriptional elongation cycle is a complicated biochemical process involving 

many kinds of molecules and molecular events. Following our previous investigations, we have 

used in this study the Gillespie algorithm to investigate the whole nucleotide addition cycle 

based on an event-driven stochastic model. Two models were considered in view of the most 

recent findings from the biochemical literature devoted to these polymerases. The main objective 
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of the study was to understand how the selectivity of the incoming NTP (matched vs. unmatched 

and 2'-oxy vs. 2'-deoxy) could emerge from the complex kinetic network involved in the 

elongation process. 

Concerning the unmatched NTP, the computed elongation rates indicate that selection of 

the nucleotide can be partly achieved thanks to the presence of two possible conformations of the 

monomer (Esite and pre-insertion site). This proposal is not new and had already been made on 

the basis of X-Ray experiments. Our kinetic study has brought nonetheless a complementary but 

essential point which is the possible help of a supplementary event between the rotation and the 

chemical reaction to obtain selectivity. Based on biochemical studies, we have proposed that 

such an event could be the closing/opening of the active site's entrance by the Trigger Loop.  

Concerning the 2'-deoxy NTPs, the computational results indicate that no conclusive selectivity 

should arise only from the relative stability of the nucleotide between the E and pre-insertion 

sites. We have shown that different rate constants for the chemical reaction depending on the 

nature of the incoming NTP, on the contrary, should allow selection of 2'-oxy substrates.  

Considering this factor, the experimental selectivity of 1.25×10
-4

 for unmatched NTPs 

can also be easily obtained. This strongly indicates that differences in substrate binding affinity 

alone cannot contribute to the high selectivity of RNAPs. They must work together with 

differences in the chemical reaction rate for different kinds of substrates. As stated above, the 

latter can be easily achieved by the difference of one single hydrogen-bond energy. Recall that 

the catalytic reaction event consists of three sub-events: deprotonation of the 3ô-OH group, 

phosphodiester bond formation, and pyrophosphate release. Our previous dynamics study [19] 

showed that pyrophosphate release appears to dominate the kinetics of the catalytic reaction. The 
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exact role of the polymerase residues on the catalysis like histidine 1085 remains elusive and 

more work is needed to address this issue. 

Our modeling strategy needs further refining in several respects. With respect to the 

kinetic model, if molecular processes get too complicated, delay stochastic simulation techniques 

[20] can also be employed to speed up the modeling. In addition, multiscale modeling should be 

tightly combined with corresponding experiments. Future work will be devoted to obtaining 

reliable estimates of the examined rate constants. Due to the diversity of the encountered 

phenomena, a variety of computational tools will have to be used in conjunction with 

experimental data.  
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 CHAPTER THREE: BRIDG E HELIX AND TRIGGER LOOP IN ACTION ï HOW RNA 

POLYMERASE II BINDS AND SELECTS NTPS  

3.1 Abstract 

RNA polyermase II, a crucial enzyme for gene expression in eukaryotes, synthesizes 

messenger RNAs with high selectivity. Despite its importance, the mechanism for nucleotide 

binding and nucleotide discrimination is not well understood. To dissect the origin of high 

selectivity, we performed molecular dynamics (MD) calculations for cognate and non-cognate 

Nucleoside Tri-Phosphates (NTPs) in the active site and identified key residues important for 

stabilizing the cognate NTP. Our free energy perturbation calculations show that mutating a 

cognate GTP to a non-cognate UTP in the active site costs ~16.8kcal/mol while mutating a 

cognate GTP to a 2ô-deoxyGTP costs ~2kcal/mol. Hence, the selectivity for cognate vs. non-

cognate NTPs can be accounted for on a thermodynamic basis. 2ô-dNTPs, however, are likely 

discriminated against through catalytic inefficiency. Since two binding sites exist in the enzyme, 

we conducted MD to simulate the entry of a cognate GTP from the entry site to the active site. 

The results demonstrate that two key motifs, the trigger loop and the bridge helix, play important 

roles in this process. Facilitated by these two motifs, the NTP entry is a spontaneous process with 

an energy decrease of ~6kcal/mol, as shown by our umbrella sampling calculations. 

3.2 Introduction  

RNA polymerases (RNAP) are ubiquitous cellular machines essential for converting 

DNA templates into RNA molecules, an important component of molecular biologyôs central 

dogma. RNA polymerase II (RNAP II), which is responsible for synthesizing messenger RNA 

(i.e. transcription) in eukaryotes, has been the focus of  much research in recent years [1-9]. As 

shown in vivo, it is capable of selecting nucleotide triphosphates (NTP) complementary to a 
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DNA template with great efficacy. Typically, nucleotides (nt) are incorporated into an RNA 

transcript at a speed of 20-70 nt per second with an error rate of 1 per 10
5 
[1, 7].  Underlying 

such high selectivity is a complex proof-reading mechanism. 

Information about the binding mechanism of RNAP II has been revealed in crystal 

structures of the transcription complex. As shown in the crystal structure with a matched NTP 

(PDB: 2E2H), the catalytic site is composed of an Ŭ-helical structure denoted as the bridge helix 

(BH), a flexible loop motif termed the trigger loop (TL), and two magnesium ions ï Mg(A) and 

Mg(B)  in addition to surrounding protein residues of the RNAP II domains Rpb1 and Rpb2 [10]. 

This catalytic site (Figure 3-1A) is termed the addition site (A site) where a matched NTP binds 

the DNA template and is added to the RNA primer. Intriguingly though, another binding site 

exists, as determined from a protein crystal using a 2ô-deoxyGTP [10, 11]. This site (Figure 3-

1B) is termed the entry site (E site) which serves as an entrance for the passage leading to the A 

site.  Distinctly, all nucleotides bind to the E site whereas only a nucleotide that is 

complementary to the template can further bind to the A site. Importantly, both the BH and the 

TL appear in distinctly different states between the E site and A site (Figure 3-1A and 3-1B).  In 

the A site, the BH bends in the presence of a matched nucleotide, while it is straight upon 

nucleotide binding at the E site.  The TL was found to open the A site when a nucleotide is in the 

E site and close the A site when a matched nucleotide arrives in the A site. 
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Figure 3-1: Crystal structures of the addition site and the entry site 

A) Crystal structure of a GTP in the addition site   B) Crystal structure of a 2ô-dGTP in the 

entry site where the trigger loop is colored in purple, the bridge helix in green and Mg ions 

in pink.  

 

Although the BH and the TL have been proven important through site-directed mutations 

[7-10], how they help transfer the NTP from the E site to the A site is still in question. 

Addressing this question requires dynamic information of this system in addition to the static 

structures determined by crystallography. A suitable technique to study the dynamics is 

computational simulation which has been adopted by many researchers in their investigations of 

RNAP II. In short, Kornberg and coworkers [2] demonstrated by course-grained simulation of 

NTP diffusion, that nucleotide binding to the E site greatly enhances its probability of binding to 

the A site.  Feig and Burton [5] performed normal mode analysis and showed that an open trigger 

loop facilitates translocation of RNAP II along the DNA strand.  Additionally, they conducted 
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full molecular dynamics (MD) simulation and concluded that fidelity control and catalysis 

require the trigger loop closing [12, 13] .  Huang et al, through their MD simulations, explicitly 

showed the stabilizing effects of His1085 and Leu1081 of the trigger loop towards matched 

NTPs in the A site [14]. Although these simulation studies have filled in details in the connection 

between states of the elongation complex to various extents, one of the key steps, nucleotide 

transfer from the E site to the A site, still remains obscure. And the function of the BH and the 

TL in this step also needs to be identified. 

Moreover, the selectivity mechanism for the matched NTP over the unmatched and 2ô-

deoxy NTPs is also unaddressed. Since the unmatched and 2ô-deoxy NTPs are not stable in the A 

site, no crystal structure with them in the A site has been resolved. Although there have been 

numerous kinetic studies comparing the rates between cognate and non-cognate NTPs [10, 15], 

the structural basis should be better understood through computational approaches. Comparing 

the cognate and non-cognate NTPs in the A site on a structural basis could be crucial for 

illustrating the intricate proof-reading mechanism of RNAP II. 

In this paper, we attempt to delineate the selectivity mechanism and identify the function 

of the BH and the TL during the NTP transfer from the E site to the A site. To this end, we have 

constructed all-atom models based on crystal structures and their combinations, and we have 

performed extensive MD simulations of each model.  From this, we have identified important 

residues for selectivity, calculated free energy differences among different NTPs in the A site, 

and the energy profile of the NTP transfer between the two binding sites. 
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3.3 Methods 

3.3.1 System setup 

Models are constructed based on crystal structures of the ternary elongation complex with 

either a GTP present in the addition site (PDB ID: 2E2H) [10] or a 2ô-dGTP present in the entry 

site (PDB ID: 2E2I) [10]. In both structures, a number of residues were not resolved as a result of 

structural disorder. In the subunit Rpb1 of 2E2H, missing residues 1446-1733 at the end of the 

chain were not inserted as they are not important to the core function of RNAP II.  Additionally, 

modeling of large surface loops proves unreliable. Missing non-end residues, 156-160, 186-191, 

315-318 and 1232-1235, which are not missing in 2E2I were added by adopting the same psi and 

phi angles as in 2E2I. Missing non-end residues, 192-198, 1177-1186 and 1244-1253, which are 

missing in both 2E2H and 2E2I, were inserted by manually entering the psi and phi angles in 

coordination with the adjacent, known residues. The same protocol was followed for other 

subunits of 2E2H and 2E2I. After all necessary missing residues were restored, a geometry 

optimization was performed with non-missing residues constrained. The missing 3ô-O atom of 

the RNA primer was added, based on the topology in the CHARMM 27 force field [16]. The 

missing second Mg ion in 2E2I, Mg (B), was inserted at the midpoint between OD1 of Rpb2-

Asp837and OG1 of the 2ô-dGTP as it coordinates with both atoms in 2E2H. 

Protonation states of titratable residues were determined by pKa calculation through the 

GBMV module [17] in CHARMM [18]. In the case of histidine, the site that has the lowest 

calculated pKa was protonated. Protonation states were held the same in all the models for 

consistency. Nucleotide triphosphates were deprotonated in all models and therefore carry a 

charge of -4 [2, 12].  
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To compare the stability of different nucleotides in the A site, the GTP in 2E2H was 

replaced by a 2ô-dGTP or a UTP.  This was done by changing the 2ô-hydroxyl group and the 

base respectively.   This was followed by geometry optimization and MD simulation. To 

understand the stability of GTP in the E site, the 2ô-dGTP in the E site was replaced by a GTP by 

adding the 2ô-hydroxyl group.  Likewise, this was followed by geometry minimization and MD 

simulation. To simulate the nucleotide transport from the E site to the A site, 3 starting structures 

were interpolated by combining 30% of the 2E2I coordinates and 70% of the 2E2H coordinates, 

50% each, and 70% 2E2I and 30% 2E2H, respectively.  This was followed by geometry 

optimization and 7ns of regular MD simulation. Interpolation was performed before solvation. 

These structures are referred to as interpolated structures throughout this paper. 

Each model was fully solvated in a cubic box of explicit water with a length of ~160 Å. 

To neutralize the system, a total of 88 Na
+
 ions were added by randomly replacing the water 

molecules at the surface of the box. As a result, each model comprises a total of ~340,000 atoms.  

3.3.2 Simulations 

3.3.2.1 Molecular dynamics 

The CHARMM 27 force field [16, 19] was used to describe the protein and nucleic acids.  

Explicit water was modeled with the TIP3P model [19]. All metal ions, except for Mg
2+

 were 

modeled with the CHARMM 27 force field. Mg
2+

 maintained a charge of 2+, however, its van 

der Waals parameters were modified to vdW radius R* = 1.300 Å, and well depth was modified 

to Ů = 0.06. These changes serve to avoid overestimation of Mg-O coordination in accordance 

with previous studies [20, 21]. Periodic boundary conditions were applied, and, the particle mesh 

Ewald summation was used to obtain accurate electrostatic interactions. Langevin-type 

thermostat and barostat were used to maintain the temperature at 300K and the pressure at 1bar, 
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respectively. All systems were subject to an optimization of 10000 steps and an equilibration of 

200 ps before production runs with a time step of 1fs. All simulations were performed with 

NAMD 2.9 [22] and analyzed with VMD 1.9.1 [23].  

3.3.2.2 Free energy perturbation 

To compare the stability of different nucleotides in the addition site, we performed free 

energy perturbation (FEP) calculations to measure the free energy differences of changing one 

nucleotide to another.  This was performed both in RNAP II (ȹGprotein) and in water solution 

(ȹGwater). From this, the binding free energy difference (ȹGbind) was calculated as  

ȹGbind = ȹGprotein  -  ȹGwater . 

A dual-topology paradigm as implemented in NAMD 2.9 was employed in all FEP 

calculations. In the case of the perturbation from GTP to UTP, only the base is perturbed while 

the ribose and the triphosphate groups remains the same. The perturbation was performed 

similarly for the case of GTP to 2ô-dGTP. The soft-core van der Waalôs potential with a radius-

shifting coefficient of 5 was enabled. Electrostatic interactions of the annihilated particles were 

linearly decoupled from the simulation between ɚ = 0 and ɚ = 0.5, and electrostatic interactions 

of the appearing particles were decoupled from the simulation between ɚ = 0.5 and ɚ = 1. Van 

der Waals interactions of the annihilated particles were linearly decoupled from the simulation as 

ɚ increases from 0 to 1while vdW interactions of the appearing particles were coupled to the 

simulation as ɚ increases from 0 to 1. There were 22 ɚ windows in total.  The first two windows 

increment lambda from ɚ = 0 to ɚ = 0.005 and from ɚ = 0.005 to ɚ = 0.05, while the last two 

windows increment lambda from ɚ = 0.95 to ɚ = 0.995 and ɚ = 0.995 to ɚ = 1.  The remaining 18 

windows, increment from ɚ = 0.05 to ɚ = 0.95 by a value of 0.05. Each window spanned over 
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500ps with time step of 1fs preceded by an equilibration of 50ps. The energies were saved every 

150fs for ensemble averaging at the end of each window by the following equation: 

ȹAa
Ą

b = -1/ɓ ln <exp{ -ɓ [Hb(x, px) ï Ha(x, px)]}> a  , 

where  1/ɓ=kBT, kB is the Boltzmann constant and T is the temperature. Hb(x, px) and Ha(x, px) 

are the Hamiltonians characteristic of states a and b, respectively. < é >a denotes an ensemble 

average over configurations representative of the initial, reference state, a. Details about the 

theory can be found in [24, 25].  

3.3.2.3 Umbrella Sampling 

To calculate the potential of mean force of GTP transport from the E site to the A site, we 

performed umbrella sampling (US) calculations where the US potential was constructed as  

V(x) =  k (x ïx0)
2
, 

in which k = 10 kcal/(mol·Å
2
) and x0 is the equilibrium center. 

x was calculated as the center of mass (COM) between the GTP and a dummy atom.  The 

dummy atom is positioned at the COM of the last residue of the RNA primer, determined from a 

snapshot of regular MD trajectories of GTP in the A site. In total, there were 32 windows, 

located between x = 5.1 and x = 14.1.  The starting structures of each window were snapshots of 

MD trajectories of the GTP in the A site, the GTP in the E site, and the interpolated structures 

where COM of the GTP lies within the proximity of the x0 for that window. In order to better 

investigate BH function, US calculations were also conducted on the distance between N7 of the 

GTP and Oɔ of Rpb1-Thr827 (of the BH).  , This simulation used 22 windows between the 

distances x = 3.3 and x = 9.  Again, the starting structure of each window was a snapshot of MD 

trajectories, selected from the interpolated structure trajectories. In both US calculations, each 

window spanned over 2ns with a step size of 1fs.  This included an equilibration of 100ps in the 
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beginning. X values were collected every 0.1ps. Post-processing of the US data was performed 

using Grosfieldôs version of the weighted histogram analysis method (WHAM) [26]. The 

convergence tolerance of the WHAM analysis was 0.001kcal/mol. 

3.4 Results and discussion 

3.4.1 Different NTPs in the addition site 

To understand the specificity of RNAP II to different NTPs, a 7-ns-long MD simulation 

of the 2E2H structure with the correct NTP, a guanosine triphosphate (GTP), in the A site was 

performed.   Concurrently, two additional MD simulations using the same structure were run 

with a 2ô-deoxyGTP and a uridine triphosphate (UTP), respectively, instead of a GTP.  These 

models represent incorrect NTPs.  Snapshots from the trajectories of the above three systems are 

compared in Figure 3-2. In Figure 3-2A, the correct GTP forms stable hydrogen bonds with the 

template DNA base and interacts with the RNA primer through base stacking. In Figure 3-2B, 

these two types of interactions are also present for the 2'-dGTP. However the 2ô-dGTP ribose 

ring lies in a plane perpendicular to the GTP ribose ring.  Consequently, the 2'-C points away 

from the adjacent RNA nucleotide instead of towards it, indicating a 180-degree rotation in the 

2ô-dGTP ribose when compared with the GTP ribose. In Figure 3-2C, the unmatched UTP loses 

hydrogen bonds with the template DNA base, leading to its base detaching from the addition site 

and pressing the residues interacting with the triphosphate groups. It is noteworthy that the 

matched GTP moved slightly downstream along the template DNA strand whereas the non-

cognate GTPs shifted slightly upstream. This is seemingly characteristic of a proofreading 

mechanism [10, 27]. The downstream translocation upon binding a correct NTP has also been 

found by Feig and Burton in their MD simulations [12]. Although unbinding of the non-cognate 

NTPs were not observed due to the relatively short simulation time, their instability in the A site 
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can nonetheless be inferred from their inadequate interactions with surrounding residues. 

Quantitative measures of the instability will be presented in 3.4.2.  

 

Figure 3-2: Different types of NTPs in the addition site 

A) GTP, B) 2ô-dGTP, C) UTP) in the addition site where hydrogen bonds between the NTP 

and the DNA template are shown in blue dots, Mg ions in pink balls and the aspartic triad 

in licorice. 

 

The difference between the cognate GTP and unmatched UTP is primarily recognized by 

the DNA template through hydrogen bonds. Nevertheless, the enzyme residues surrounding the 

base contribute substantially to the orientation and stabilization of the base as shown in Figure 3-

3. Notably, the Rpb1-Leu1081 of the trigger loop (TL) is believed to position the base with its 

iso-propyl side chain through hydrophobic interactions [14]. This is also found in our MD 

trajectories of the base-paired GTP and 2'-dGTP in the addition site while it is absent in the case 

of the unmatched UTP as its base regresses from the DNA template. In addition to Leu1081, 

other residues with hydrophobic side chains such as Thr827, Ala828 and Thr831 of Rpb1 also 

interact with the base through methyl groups. Of interest, all these three residues belong to 
















































































































































































































































































































