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Abstract

RNA polyermase I, a crucial enzyme for gene expression in eukaryotes, synthesizes messenger
RNAs with high selectivity. Despite its importance, its selection and catalysis mechanism is not
well understoodWe first investigatedby a stochastic simulatiadgorithm theentirenucleotide
addition cycle based on an eveliven modelThe results suggest that the discrimination of
unmatched nucleotide mainly lies in its thermodynamic instability imthitionsite, and the

sel ect i v iQHys frdmdhe catalgtie redttio.o understand the stability of different
nucleotides in the addition site on the atomistic level, we performedmndiree energy
perturbatiorsimulations andfound that mutating a cognate GTP to a+4sognate UTP in the
actves t e costs ~16.8kcal/ mol wtedxXyGTPoosts at i ng a
~2kcal/mol.Since two binding sites exist in the enzyme, we conduntddcular dynamicand
umbrella sampling calculations to simulate the entry of a cognate GTP from the tentoytise
addition siteThe results demonstrate that two key motifs, the trigger loop and the bridge helix,
play important roles in this process. Facilitated by these two motifs, the NTP entry is a
spontaneous process with an energy decrease of ~6kcabimuilation of the catalytic reaction
requires ajuantum mechanical/molecular mechani€WW{MM) method to adequately describe

the reaction centre and enzyme surroundimpsrefore, v reviewed QM/MM methods in the
literature and implemented our own versi@ingCHARMM and deMon2kWith this QM/MM
implementation, we performed geometry optimization and MD simulations on the stdtem

level of DFT/MM. To speed up the calculatgand cover more possible reaction pathways, we
employed a specifically parametrized semiempirical metha1/d-PhoT for the reaction

pathway search. The results reveal a pratansferfacilitated mechanism. Whilde acceptor

of the initial proton transfemay vary depending on the particular conformation of the active site,



all possible routes converge to the same destinafiomparison between different models

shows that the role of M§(A) is more structural than catalytic.



Preface

In this thesis, provide five chapters of original warkonsisting of both methodology
development and applications, towards a comthemei understanding the mRNA synthesis

by RNA polymerase I{(RNAP Il) on multiple levels. Each research chapter is based on either a
previously published paper orgmpersubmitted for publication, with complete abstract,
introduction, methods, results, discussion, conclusions and bibliography.

| will first provide, in Chapter, a short background arrystal structures of RNAR, previous
relevant experimental and computational studies, and an introduction to the theHKiiestiof
Monte Carlo(KMC), MolecularDynamics(MD), FreeEnergyPerturbation(FEP) Umbrella
Sampling,QuantumMechanicdolecularMechanicfQM/MM), andRelaxedSurfaceScars

(RSS) Chapter2 presents work published thejournal Interdisciplinary Sciences:
Computational Life Sciencas 2009 on kinetic simulations of the mRNA synthesis cycle.
Chapter3 is work onthe binding and selection mechanism of RNA polymerase Il using
moleculardynamics techniques, which has been submitted for publicatefurther study the
catalytic mechanism, a hybr@M/MM approach is require@hapter 4 presents a
comprehensive reviewf the stateof-the-art developments in the QM/MM fiefdom a book
chapter in Advances in Quantum Chemistry, 2@apter 5 presents our own implementation
between CHARMM and deMon2k, and the test cases for this implemenigtisrwork was
published m the Journal of Computational Chemistry, 20@0hapter 6 is our work on the
reaction pathway search for the catalytic reaction in the RNAP Il system using the CHARMM
deMon2k interface and another QM/MM methoAM1-dPhoT/MM. This manuscript has been

submitted for publication.



For Chapter 2, | helped build the model, ran all the calculations, summarized the results and
wrote part of the manuscript. For Chapter 4, | modified the deMon2k sourcecoddd, part of
the interface in CHARMM, helped run the &sind wrote roughly half of the manuscript. |
wrote the remainder of the chapters, although acknowledging tremendous help and guidance
from coworkersl helped conceive and design all the simulations, ran all the simulations and
analyzed most of the ressilt

The following papers have been reproduced with permissions as Chapters 2, 4 and 5:

Zhu, R., de la Lande, AZhang, R, and Salahub, D.RExploring the Molecular Origin of the
High Selectivity of Multisubunit RNA Polymerases by Stochastic Kinetic Model
Interdisciplinary Science€omputational Life Sciences, 20092): p. 9198.

Zhang, R, Lev, B., Cuervo, J.E., Noskov, S.Y., and Salahub, DARGpuide to QM/MM
Methodology and Application&dvances in Quantum Chemistry, Vol 59, 2039. p. 353400.
Lev, B., Zhang, R., De la Lande, A., Salahub, D., and Noskov, SThe QMMM Interface

for CHARMMdeMon.Journal of Computational Chemistry, 2080(5): p. 10151023. These
authors contributed equally.

Chapters 3 and 6 are based loaftllowing submitted manuscripts:

Zhang, R.,Silburt, J. and Salahub, Bridge Helix and Trigger Loop In ActidnHow RNA
Polymerase 1l Binds And Selects NT&sbmitted, 2013

Zhang, R, Bhattacharjee, ASalahubD., andField, M., Reaction mechanism in RNAP-I
Proton relay via competing routeSubmitted 2013.

The following paper was also completed during my Ph.D:



AlvarezIbarra, A., Koster, A.M.Zhang, R, and Salahub, D.RAsymptotic Expansion for
Electrostatic Embedding Integrals in QM/MM Calculatiodsurnal of Chemical Theory and

Computation, 2012. 8(11): p. 423238.
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CHAPTER ONE: INTRODU CTION

1.1 RNA Polymerase I

As the first step irgene expressiorttanscription isan end point of a great many signal
transduction pathway&xtensive studies have been focused on transcription in eukaryotic cells,
which is highly instructive in the understanding of human gene expregHiomhree types of
DNA-dependent RNA polymerases have been discovered to be responsible for the gene
transcription of eukaryotic cells. Among them, RNA polymerase Il, which catalyzes the
synthesis of messenger RNAs, is crucial to gene transcription angisnafry interest among
other RNA polymerasegl2-6]. RNAP Il has a total molecular weight of 514 kDa and comprises
12 subunits, ten of which form a structurally conserved core. Transcription catalyzed by RNAP
Il can be divided into three mechatgally distinct stages: initiation, elongation and termination.
During initiation, RNAP Il recognizes a promoter, unwinds DNA near the start site and begins
RNA synthesis. The following elongation of the RNA transcript proceeds with uninterrupted
synthess of RNA chains thousands of nucleotides long. This elongation process is not
terminated until RNAP Il recognizes terminator nucleotides of the DNA template.

Messenger RNAs are synthesized during the elongation process by RNA Pol Il, where
the high seledtity of the polymerase is fully exerted. The transcription elongation complex is
composed of RNAP IlI, the unwound douisieanded DNA and the RNA transcript. In each
elongation cycle, a nucleoside triphosphate (NTP), whose base can pair with the cdimgspon
DNA template nucleotide, first binds into the active site of RNAP Il. It is then added to the
growing RNA 36 end forming a phosphodiester
completion of each elongation cycle, the RNAP Il translocates alongNi#eddd proceeds to

elongate the RNA transcript.



In fact, a cell contains a pool of various kinds of NTPs such that RNAP Il must select
matched NTPs to the DNA template nucleotide over the unmatched NTPs (wrong nucleotides)

a n d-de@xgNTPs (wrong sugamg). This means that if the DNA template nucleotide is a CTP,

RNAP || has to select a GTP o v-eéeoxyNARsSPAs,an UT P s ,
exampl e, chemical s t rdeoryGTPrae shovanfin FiGurelL, GTP and
CTP GTP -deoxyGTP

HO-P—-0-P-0—P-0 HO-P-0-P-0-P-0— "N HO-P-0-P-0-P-0
| | I

o o O 0 o o o 0 o 0O O

O O
NH, . "
N 0o 0 o P~ o 0 o0 rf \ /)\NH
e 99 ‘,& oo Q N/ N oo (N N 2
N "0 —ky
OHOH OHOH OH

Figurel-1: Chemi cal struct u-deexyGTBf CTP, GTP and 26
Information about the binding mechanism of RNAP Il has been revealed in crystal

structures of the transcription complex. As shown in the crystal structure with a matched NTP
(PDB: 2E2H), the cat a-heidalisttuctuseidénetedidwtbridge hepxo s ed o
(BH), a flexible loop motif termed the trigger loop (TL), and two magnesiumiidng(A) and

Mg(B) in addition to surrounding protein residues of the RNAP Il domains Rpbl and Rpb2

This catalytic site (Figure-2A) is termed the addition site (A site) where a matched NTP binds

the DNA templateand is added to the RNA primer. Intriguingly though, another binding site
exists, as deter mi ned -deoxgQnP[@A7]. [ hiswite éFigure BBy y st al
is termed the entry site (E site) whisrves as an entranioe the passage leading to the A site
Distinctly, dl nucleotides bind to the E site whereas onhualeotide that is complementary to

the templatean further bind to the A sitémportantly, both the BH and the TL appear in

distinctly different states between the E site and A site (Figais dnd 12B). In the A site, the

BH bends irthe presence of a matched nucleqtighbile it is straight upon nucleotide binding at
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the E site. The TL was found to opde A site when a nucleotide is in the E site and close the

A site when a matched nucleotide arrives in the A site

DNA template

primer

Trigger
Loop

Bridge Helix

A B
Addition Site Entry Site

Figure 1-2: Crystal structures of a GTP in the addtion and entry site

A) Crystal structure of a GTP in tdo€Pimdditi on
the entry site where the trigger loop is colored in purple, the bridge helix in green, Mg ions

in pink, carbon atoms in cyan, hydrogen atoms inwhite, oxygen atoms in red, nitrogen

atoms in blue and phosphorus atoms in tan.

When a cognate NTP enters the A site and matches with the DNA template, the catalytic
reaction takes place. The mechanism of this catalytic redactiocleotidyl transfer, igdlustrated
in Figure 13. Crystal structures of the system in this stage have also been resolved5pE2H
and 2E2]5] in PDB code. However, to obtain a complex with f#ubstrate bound in the active
site, chemical modi fications w®OHeftheRNAe i n bot

primer was removed and in 2E2J, thegOt h e o0 x y g e n-am @ghdsehate) wash e U
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replaced by a methylene group. The modificatroBE2H results in no coordination between the

36 0 an d'(A) FigureMdA) while the NTP is in good coordination with both MgThe
modification in 2E2J leads to a large gap between the RNA primer and the NTP as a result of the
weak interaction beveen the M§" and the triphosphate of the NTP. Unlike in 2E2H though, the

360 coordi nat @s(FiguettdB). wi t h Mg

DNA template

base OH
O Incoming NTP
Primer OH
1 OH
0] O
RNA Primer @F{//\*
@] o O\p
3 1a ‘@ B / ~_&
ASp485 _AND 2+7 P
i /ko O pspass Mgy O,
R O S I N P—=0
Lo P
RNA Polymerase Il " j@z O Oo
Asp481

Figure 1-3: The nucleotidyl transfer reaction mechanism in RNAP Il



A. Active site of 2E2H B. Active site of 2E2)

Figure 1-4: Active sites in the crystal structures

A) Active site in 2EZ2H B-PD anll ©gppositiens are dircked i n 2 E 2
in purple dashes

When models were built based on these crystal structures with chemical modifications to
the substrates, the original structures of the substratesproperly restored. Details of model
building are presented in Chapters 2 and 6.

1.2 Methods and theory

My thesis is based on kinetic, molecular dynamics and quantum mechanical/molecular
mechanical simulations. The kinetic simulations are based on theente Carlo method
previously coded with MATLAB by our groy]. MD simulations are performed using the
NAMD software packagf9]. QM/MM calculations are performed with the CHARM#&Mon

interface[10] and the pDynamo packa@gl].



1.2.1Kinetic Monte Carlo simulation

The time evolution of some processes with known given rates can be simulated numerically. One
method to simulate the kinetics of these procesdamasic Monte Carlo, since randomly
generated numbers are adopted. An efficient algorithm implementing the kinetic Monte Carlo
method is the Gillespie algorithfa2]. A succinct overview of the Gillespie algorithm is given
below.

StepO. (Initialization). Input the desired values for thfereaction constants,c...,cy and theN

initial molecularpopulation number;, .... ,Xy. Set the time variableandthe reaction counter
both to zero. Initialize the unimtervaluniform random number generator

Stepl. Calculate and store thM quantitiesa; = hy ¢, .... ,am = hy ¢y for the current molecular
populationnumbers, where h, sfunction ofX, .... , Xy definedas above, ank * number of
distinct R molecular reactardombinationsAlso calculate and store agthe sum of thé/ a,

C

values As an example, for the reaction A + 28 D, h=Xa (3 , Where o is the

combination for choosing any 2 molecules fridgmolecules.
Step2. Generate two random numbegsandr, usinga unit-interval uniform random number

generator, andalculae Uande according to

ml m
U= (1/a) In(1/n) and  a <rzac ¢ § an
n=1l n=1

Step3. Using thevaluesof Uande obtained in step 2ncreasd by U and adjust thenolecular
population levelso reflect the occurrence of ong RRaction Then increase the reaction counter

nby 1 andreturn to step .1



The Gillespie algorithm has been coded with MATLAB. Previous work by our g&ups well
as its applications by oth€3], have proven that it is a powerful tool to study interrelated
stochastic processes.
1.2.2Molecular Dynamics

Much of the material and equations throughout this section are adapted from the NAMD
user manudl14].

1.2.2.1Potential energy function

MD simulations useraempirical force field for the potential energy. A force field

defines all of the parameters in the potential function for each atom and molecule.

O (VR o — —

W Al O ¢
Cp

-
-

0 0
l

—n

Eqg. 1

The above guation is a generic example for typical molecular dynamics simulations. The
first three terms are intnolecular terms. The first term is for bonded interactions, wheie K
the bond force constant, angis the equilibrim bond distance. The second term is the angle
potential, between three bonded atoms in a molecule. As with bogidsthi€ force constant,
a n dqis the equilibrium angle. The third term is the dihedral potential for the angle between the
planes formedypfour consecutive atoms in a molecule. Improper torsions are also used to
enforce specific conformations for eof-plane bending in molecules.

The fourth term is the nebonded interactions between all i and j atoms in the system.
The first term in the auble summation is the Lennaddnes 126 potential to model the Van der

Waal s interactions. The second term is Coul
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the atomsdé parti al ¢ {b@nded iatsractioN®iare heglectedn®mth e c ul e s ,

atoms separated by 1 or 2 bonds. Due to computational complexity when N gets large,
calculating all the interactions is impractical. &iits and longrange electrostatic schemes are
used to reduce the number of interactions.

| have used a cudff of 12A and a switch function beyond?8for Van der Waals
interactions throughout my MD simulations. Short rangelmamded interactions are calculated
every step during MD simulations. Pair lists are maintained, and updated every 20 steps, with
only interagions between atoms within the eff calculated. The force field used throughout
this thesis is the CHARMM force field5)].

For all of my MD simulations, | have used the particle mesh Ewald métigod7] for
long-range electrostatics. The Ewald method was developed for calculating the electrostatic
potential of ionic crystal systems. In an infenperiodic system, the electrostatic potential can be
determined more efficiently in reciprocal space. The particle mesh Ewald method is a variant of
this method, where the charges are placed on a grid for computational efficiency. Using the
Fourier trankrmation of the grid, the reciprocal space contribution can be summed more
efficiently. The force on each atom is then obtained by interpolation of the grid. PME is by far
the most common method for electrostatic interactions in biomolecular dynamidstsinsi

1.2.2.2Periodic boundary conditions

All of my simulations have used periodic boundary conditions, which are artificial, but
computationally efficient. Boundaries or walls can create-lamge order and artifacts, relative
to the size of the simulatioit.is important to have a box that is big enough to avoid artifacts,
and have enough water to keep the protein properly solvated, but this has to be weighed against

the additional computational cost of more atoms.
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1.2.2.3Langevin dynamics

In general, moleculatynamicssimulationssolveN e wt equatien®f motion
numerically foreachatomin the simulation,usinganempiricalpotentialenergyfunction.
Theforceoneach atontanbedeterminedy takingthe negativederivativeof the potential
energy. Oncéheforceis calculatedN e wt equdtienof motionareusedto updatethe
positionsof eachatom.Thereis anumberof methodsavailablefor numericalintegrationof
theequation®f motion. As an example, the Verlet integration metHid@] is described in
equations 2 and 3.

@0 Yo c@o @0 Yo @oYo Eq. 2
o ——— Eq. 3

where@is the position, the velocip @ the acceleratio® @ and t the time. The last term
of both equations represent the neglected higher order terms.
In my MD simulations, | have employed Langevindynamics v ar i ant of Newt
equation, with a stochastic force introduced. For gesy®f0 particles with massas, with
coordinates@ @ O, the resulting_angevin equatiois
D@ Yo | @ gQYd Eq. 4
where'Y @ is the particle interaction potential;is the gradient operator such that™y @ is

the force calculated from the particle interaction potentials; the dot is a time derivative such that
@is the velocity andis the acceleratiorT, is the temperaturdg is Boltzmann's constanand

Y 0 is a deltacorrelatedstationaryGaussian procesgith zeremean| is the friction

coefficient (or damping constant) and Umis the fricton force by the solvent. | have used a

friction coefficient of 10psl for all my MD simulationsTo integrate the Langevin equation,


http://en.wikipedia.org/wiki/Langevin_equation
http://en.wikipedia.org/wiki/Boltzmann%27s_constant
http://en.wikipedia.org/wiki/Stationary_process
http://en.wikipedia.org/wiki/Gaussian_Process

NAMD uses the BrungeBrooksKarplus (BBK) method19], a natural extension of the Verlet
integrationmethod[18] for the Langevin equatiomn the framework of Langevin dynamics, a
constant temperature is maintained by the friction force and the stochastic force, ensuring a
thermostat. In my simulations, the temperature was maintained at 300K.

As all my simulations were ruwith aconstanhumberof atoms,constanpressure, and
constantemperaturéNPT ensemble), a barostat was also required. Pressure is controlled by
dynamically adjusting the size of the unit cell and rescaling all atomic cadedi (other than
those of fixed atoms) during the simulation. | used the Langevin pistori\msesr method in
NAMD as the barostat. It is a combination of the NBie®ver constant pressure methj@d|,
with piston fluctuation control implemented using Langevin dynaf@tls With this barostat,
the pressure in my simulations was maintained at 1atm when the oscillation time of the piston
was set to 100fs and the decay time 50fs.

1.2.3Free energies: Free eneygerturbation

1.2.3.1Theoretical background

In MD simulations, the system is evolved with changing positions of atoms and energies.
For a system at a constant temperature and pressure, the free energy can be calculated using the

energies from the MD simulatiohrough the following equation
o) -1 BQwmnl O Eq.5

wh e r e gThks i% thekBoltzmann constant, T the temperature griidHHamiltonian of each

configuration of the system.
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Free energy perturbation (FEP) is a method to calculate the free energy difference

between two statd22]. Perturbing from state a to state b, the free eneftprelince is expressed

by

¥6 o -1 d@awnr 0 dn  Oan O Eg. 6

Here,O of] andO affy are the Hamiltonians characteristic of stab@sdc respectively.

@ O denotes an eemble average over configurations representative of the initial, reference
state,(d Convergence of Equationiiplies that lowenergy configurations of the target staie,
are also configurations of the reference statéus resulting in an approate overlap of the
corresponding ensemblda practice, transformation between the two thermodynamic states is
replaced by a series of transformations betweerphgsical, intermediate states along a well
delineated pathway that conne6tto c Thispathway is characterized by a general extent
parameter, often referred to as “"coupling parametetat makes the Hamiltonian and, hence,

the free energy, a continuous function of this parameter betivaedd

Y0 o -B 1 d&aonr Oam n Oadnn O Eq. 7

Here,N stands for the number of intermediate stages, or ~“windows" between the initial and the
final states. In my calculations, | have used 22 windows. And each window spaené&f0ps

(step size=1fs) with an equilibration for the first 50ps. The energies were saved every 150fs for
ensemble averaging at the end of each window.

1.2.3.2The duailtopoloqgy paradigm

In a typical FEP setup involving the transformation of one chemical spetoesn

alternate one in the course of the simulation, the atoms in the molecular topology can be

11



classified into three groups, (i) a group of atoms that do not change during the simulagon
the environment, (ii) the atoms describing the referstate,« of the system, and (iii) the
atoms that correspond to the target st@atat the end of the alchemical transformation. The
atoms representative of stabdshouldneverinteract with those of statethroughout the MD
simulation. Such a setup, in which atoms of both the initial and the final states of the system are
present in the molecular topology file, is characteristic of theaied ""dual topology"
paradigm[23]. The hybrid Hamiltonian ahe system, which is a function of the general extent
parameter,, that connects smoothly stat¢o state b is calculated as a linear combination of
the corresponding Hamiltonians:
Odm N Oamn  _O o p _"0O o Eq. 8
where'O oty describes the interaction of the group of atoms representative of the reference
state, @, with the rest of the systefl® ) characterizes the interaction of the target
topology, b, with the rest of the systef® 7] is the Hamiltonian describing those atoms
that do not undergo any transformation during the MD simulation.

During my simulations, in the case of the perturbation from GTP to UTP, only the base is
perturbed whilette ribose and the triphosphate groups remain the same. The perturbation was
performed similarl ydGTPor the case of GTP to 260

1.2.3.3Special treatments

In order to avoid the soalled ““enepoint catastrophes", it is crucial to avoid situations
where growing prticles overlap with existing particles with an unbounded interaction potential,
which would approach infinity as the interaction distance approachef2Zgr®ne possible
route for avoiding overlap of unbounded electrostatic potentials consists of allowing a bounded

(softcore)vdWmpt ent i al to repel first al/l overl appin

12



increases, once the particles are repelled, it becomes safe to turn on FEP electrostatics. For the
soft-core vdW potential in my simulations, the radahsfting coefficient was geo 5.

During my FEP calculations, electrostatic interactions of the annihilated particles were
l' inearly decoupled from the simulation betwee
of the appearing particles were decoupled from the simulatert ween & = 0.5 and
der Waals interactions of the annihilated particles were linearly decoupled from the simulation as
& increases from O to 1while vdW interactions
simulation ast& increases from O

1.2.4Free energies: Umbrella sampling

While free energies can be obtained for systems of different compositions as described
above, they can also be calculated for different states of the same system. In most cases, these
states we are interested in agsults of rare transitions, and therefore, not accessible by
conventional MD methods. Biasing potentials are often required to samplerieglyy states of
the system. When a biasing potentiak applied to a system along the reaction coordinettee

new probability distributiof® becomes
Pu(z) P(z) expEbV(2)] ,
whereP;, is the probability distribution of the biased system ahdb = 1gT, kg is the

Boltzmann constant, T the temperature.

Taking the logarithm of this relationship,
A(z)= -In[P(2)]T V(z) + const, Eq. 9

whereA is the free energy and the last term is a constant.

13



When the biasing potential takes the form of a harmonic potential, it is then called
umbrella saming [25]. In my work, the coefficient of the harmonic potential was set to
10kcal/&. There were 32 and 22 windows along the reaction coordinate for the 2 umbrella
sampling calculations. The starting structure of each window was selected from MD simulations
(details in Chapter 3) and the umbrella sampling for each window was then analielpThe
neighboring windows were adequately overlapped.oth umbrella sampling calculations, each
window spanned over 2ns with a step size of 1fs. This included an equilibration of 100ps in the
beginning. The reaction coordinate value was colteeteery 0.1ps.

After data collection, a weightdustogram analysis method (WHANR6] was used to
postprocess the results from umbrella sampling. The version of WHAM used in this work was a
standaone code implemented by Dr. Grossfi¢h¥]. The convergence tolerance of the WHAM
analysis was 0.001kcal/mol.

1.2.5QM/MM methods

We used QM/MM methods to calculate the reaction pathway of the nucleotidyl transfer
reaction catalyzed by RNAP II. A comprehensive review of QM/MM techniques is presented in
Chapter 4. Methods pertinent to our warle summarized here.

The molecular mechanical (MM) description of the system is by the CHARMM force
field [15]. The quantum mechanical (QM) part of #ystem was described by density functional
theory (DFT) and by a rparametrized Austin model 1 (AM1). DFT is the stat¢he-art

computational tool for biomolecular systems. Its formalism is

v b —

b B - B Eq. 10
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where the electrondensity b BS ©S, b isthe ongarticle KohaSham orbital,
0 b isthe potential of the nuclei and i the exchangeorrelation potential. The
exchangecorrelationpotential is based on a pparametrized functional and hence the name
density functional theory. Functionals based on generalized gradient approximations are widely
used for DFT calculations. In my work, the PBE functid28] has been used for most of my
DFT calculations. Part of our benchmark calculations were performed with the B3LYP
functional[29]. The basis set we used was DZVP.

The AM1 method is based on the modified neglect of differential diatomic overlap
approximation (MNDO). In MNDQ30], the Hamiltonian of the system consists of the
electonic energy and the nuclear repulsion energy. Electrons of an atom are divided into core
electrons and valence electrons. Core electrons are combined with the nuclear charge and
represented as the reduced nucl e apelemdéns,r ge Z0.
valence electrons are only composed ahdp orbitals. Three types of interactions are
considered in MNDO: corelectron, electromlectron and coreore interaction. The core

electron Hamiltonian

Q 9 spOQY B wd ‘s’ Q Eq. 11
where O and 3 are valence orbitals, a runs ov
function and Z06 i s t,takesthedodmuot ed nucl ear charge
v G PN Eq. 12

where -n is the kinetic energy operator and M the potential by the nucleus.
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The electrorelectroninteraction energy is written in Eg. 13 as a product of the
corresponding overlap integral mul tiplied by

b. The givcalculatadexpitly.
d sk O -y 1 Eq. 13

The integral in the second term of Eqg. 11 are parametrized wipihasis set:

§ O ©

o)

a§® o

d o o

M8 P o

0 i) 8 O
where the Gype parameterare Coulomb terms while the H parameter is an exchange integral.
The G,z integral involves two different types pffunctions.

Thecorec or e i nt er a caZgd Bag. Honeveryduealto theanhefedit

approximations in the method, this term is cacelled by electrealectron terms at long
distances, resulting in a net repulsion between uncharged molecules or atoms. To overcome this
artefact, MNDO calculates the cecere interaction between atoms A and B;(X, B) as

® o ondidiOp Q Q , Eq. 14

where the U exponents are taken as fitting pa

In AM1 [31], the corecore interaction further improved as

© oM o —B & Q ®» Q , Eqg. 15
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wherek is between 2 and 4, depending on the atom gru & are fitting parameters. A major
drawback of AM1 is the inadequate description of bond formation involving phosphorus atoms
duetothelackodor bi t al s. Al t-dore intgrdctioAiMKnds to pesfarme well for
hydrogen bonds, it is nonethelegsilable to diminish it for phosphorus bonding. Therefore, a
model needs to be parametrized to balance between the addiionbathls and the scaling of
the corecore interaction.

Recently, a newly parametrized AM1 method witthorbitals added, AMI-PhoT, has
been developed for phosphoryl transfer reactj8@k It has refit the parameters of H, O and P
atoms andeen successfully applied to the phosphoryl transfer reaction by the hairpin ribozyme
[33]. Since this reaction is quite similar to the nucleotidyl transfer reaction, ARHAT is also
suitable for our study of RNAP Il. Benchmark calculations also support the appliotlas

method to our system as shown in Figw® Details of the benchmark calculations are in 6.3.
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Figure 1-5: Benchmarking of AM1/d-PhoT

1.2.6Relaxed surface scan

Relaxed surface scan is a method to explore the potential energy surface while scanning
along certain reaction coordinates. In this method, a harmonic potential is applied along the
reaction coordinates to move the system from the reactant state todhetmtate. At each step
along the reaction coordinates, the rest of the system is allowed to relax by optimization.
Therefore, the attained reaction pathway corresponds to a minimum energy pathway. In our

work, we used a constraint with k=2500kJ/mol aivildetd each reaction coordinate into 21

18



steps. We adopted this method to ensure the transition of the system along certain reaction
coordinates so as to compare different possible pathways.

1.3 Main conclusions of the thesis

We build a kinetic model and sucsédgly recover the rate of the nucleotide addition
cycle based on empirical reaction parameters. We find that the selection for the matched base is
achieved in the binding pr eQHeslsosldbe fulfiledentteh e di s
catalytic eaction. We identify from MD trajectories the important residues in the NTP transfer
and binding proces3he free energy profile of the cognate NTP transfer from the entry site to
the addition site suggests that the trigger loop and the bridge heliglagtarticipate, and that
this process is not ratamiting with the participation of the trigger loop and the bridge helix. The
free energy difference between different types of NTPs demonstrates that the cognate NTP is the
most stable NTP in the additieni t e . -dNTP is slighfydess favored, by 1.91 kcal/mol, and
the unmatched NTP is the least stable by 16.80 kcal/mol. The MD simulation results indicate that
t he i nst abdNTPiistdye todt$ twisted ebos?,@ direct result of the alzsédH,
which results in less interaction with surrounding residues. The instability of the unmatched NTP
lies in the lack of contacts between its misplaced base and surrounding residues, stemming from
mismatching between the base and the DNA templatereBudts of thermodynamic stability
and kinetic transfer calculations suggest that the NTP is mainly discriminated in the addition site.
I n the case of unmatched NTPs, this +s direct
dNTPs, however, are likeljiscriminated through catalytic inefficiency.
With respect to methodology development, we firgisent a comprehensive review of
the QM/MM methodology as a backdrop for our own QM/MM implementation. We then

describe an implementation of a QM/MM interédoetween deMon2k and CHARMM. Finally,
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we build three models to correct the defects in the RNAP Il crystal structures and conduct MD
simulations and QM/MM relaxed surface scans on each of tRegarding the difference in the

3 0-KAg coordination amonthethreemodels, our results show that this coordination is not
required for the reaction to proceed as it is evidently broken or weak in most of the scans that
produce low energy barriers. Therefore, the role of Mg(A) in RNAP Il appears to be more
structuralthan catalyticRegardinghenucleotidyl transfer reaction BYNAP I, the results
show t hiti 4 hter 8o s-phesphate ethet directty br éndirggtigcilitating the
formation of the3 6-B)bond andhe weakening ahe ROy goond Following this,t h eH 3 6
migrates to the @y resulting in the pyrophosphate leaving. The quintessential part of this
mechanism is that the proton so efficiently mediates among different parties engaged in the
reaction to facilitate the-® bond forming andreaking. Although the acceptor of the initial
proton transfer may vary depending on the particular conformation of the active site, all possible

routes converge to the same destination.
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ICHAPTER TWO: EXPLORING THE MOLECU LAR ORIGIN OF THE HI GH
SELECTIVITY OF MULTI SUBUNIT RNA POLYMERA SE Il BY STOCHASTIC
KINETIC MODELS

2.1 Abstract

RNA polymerases ammolecular machinesf great fidelity, which can recognize matched
NTPs fr om un ma t-aNAiRs.dVe Miegtigated by d stdtlaastic simulation
algorithm the whole nucleotide addition cycle based on an-elreen model. This model
allows us to examine possible moleaubrigins of the high fidelity of RNA polymerases. For
unmatched NTP selectivity, the conclusions drawn from simulated elongation rates corroborate
those derived from structural analysis. The presence of two conformgiasiie and pre
insertion sitefor the incoming nucleotide before the polymerization reaction is sufficient to
allow selectivity. Concerning sugar selectivity, our results indicate that selectivity is only
achievable if slow chemical reactions occur fed®TP. These results can be usedinderstand
recent experimental observations.

2.2 Introduction

One critical process in gene expression is the transcription step during which an RNA
transcript is produced from a DNA strand. The molecular machinery of transcription is
extraordinarily compbe and involves a large number of proteins that all contribute to the
regulation of gene expression. At the heart of this machinery, RNA polymerases (RNAPSs) are
recruited to catalyze the polymerization of messenger RNAs (mRNAs) from nucleoside
triphosphatenolecules (NTP) and the DNA template. One of the remarkable features of RNAP
is its high degree of selectivity. This selectivity plays both on the base pairfh@td GC)
and on the sugar (NT¥&. 2-dNTP). The exact molecular origin of such high seldgtis

however still a matter of discussion. It is generally admitted that one elongation cycle of the
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RNA transcript involves several syibocesses, each of them being subject to a stochastic kinetic
behavior. The problem is thus to understand how Wleeadl selectivity of the transcription
process emerges from the microscopic (molecular or atomic) characteristics of RNA polymerase
given the multitude of chemical or physicdlemical events. To address this question, we have
elaborated during the lastgrs a multiscale methodology relying on tools of quantum chemistry
(to get atomic level properties) and on stochastic simulations. In this paper we follow our initial
investigations and integrate into our stochastic kinetic scheme some recent biochemical
evidence, especially concerning the role of molecular fragments at the active center of RNA
Polymerase Il (RNA Pol II).

Recent extensive genetic, crystata§ and biochemical studies demonstrate several
possible pictures of the higgubstrateselectivitymechanism by multisubunit RNAPs.
Multisubunit RNAPs exist both in eukaryotes and prokaryotes, being closely related to each
other [1]. Genetic data show that eukaryotic RNA Pol Il (yeast) and prokaryotic RIFAESIi(
andT. Thermophiliushave a high dege of genetic conservation, particularly within their active
sites. Their crystal Xay data further highlight their structural conservation. They have for
instance a common NADFDGD motif within the active site [2, 3] with an embedded triad of
aspartic aidl residues. This triad always holds an Mg2+ ion which is proposed to assist in the
formation of a nucleophile in the catalysis (shown in Big) [4]. Recently particular attention
has been devoted to an element situated close to the entry site ofRfenbiTalled the Trigger
Loop. [5, 6] It can change its loop conformation to a helix conformation and seems to play the
role of a door, closing and opening or eventually assisting the entry of the active site for the

substrate, and hence probably playingraportant role in NTP selectivity.
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Figure 2-1: The two steps of the polymerization reaction catalyzed by RNAPol Il

The last RNA transcript is represented in green, the incoming NTP in blue. The
deprotonated aspatrtic triad that holds the magnesium cations (in brown) are represented
in red.

The NTP selectivity may originate from thermodynamic (stabilization or destabilization)
or kinetic ("catalysis") considerations. Of course both aspects could play complementary roles.
Substate binding could be the process that mainly determines substrate selection since the base
pairing/ packing i nt e rQHdnteiaaionsarealhhtavity melvedims i dues
this process. Biochemical studies of mutants did indicate thatthePRR816 hi gh substr at
selectivity may partly come f rOoH®-OGHhgreupsioi es t ha
the incoming NTP. One proposed residue is the Asn residue in the NADFDGD motif [7]. All
those elements argue in favor of a thermodynamic daoittdTP selectivity. However, another
recent biochemical study [6] showed that the principle defect of elongation caused by mutations
i n E. Coliés TL was in catalysis rather than

release may be the procelsat most determines substrate selection. Very recently, two mutation
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studies showed that the TL in yeast also functioned strongly in substrate selection. One study
showed that one residue, His, which actually exists in both eukaryotic and prokaryoteaiLs
increase incorporation rates for correct substrates much more than those for incorrect substrates
[8]. The other study indicated that the long closing period of the TL improved incorporation
efficiency for incorrect substrates much more than forembisubstrates [9]. Thus, the TL also
seems to control the fidelity of transcription elongation. This accumulation of experimental
evidence thus suggests that NTP selectivity is more controlled by kinetics than by
thermodynamics.

Our goal is to integratine previous biochemical evidence into a reasonable kinetic
model of the polymerization process. One key feature of the transcription elongation process is
that it involves a series of syfrocesses, such as RNAP moving back and forth along the DNA
templae, the substrate diffusing to an entry site, the substrate binding tarsergon site, the
TL closing and opening the active site, phosphodiester bond formation, and pyrophosphate
release. Notice that some of them might be concerted in the real si@témstance the rotation
of the nucleotide and the closing of the TL. At a single enzyme level, all these events occur in a
stochastic manner and the methodology used should take account of this aspect. We thus built a
stochastic kinetic model of theoglgation cycle based on experimentally observed/inferred
events. Using this model, we obtained kinetic features which may give insights into previous
biochemical experiments regarding substrate selection. Our major finding is that only differences
in substate binding affinity cannot explain the high fidelity of RNAPs. Differences in the

chemical reaction rate for different substrates appear to play a dominant role.
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2.3 Models and methods

Following the previous discussion and based on several pieces of biochemical evidence
we built the following elongation catalytic cycle which encompasses five steps. This kinetic
scheme is mainly based on availabkRk&y structures (Fi®-2) to determinghe nature of the
chemical intermediates. When relevant, in view of experimental data, the reverse reactions are
also considered. We finally remark that we merged together the thrastepstof the chemical

catalytic reaction (deprotonation of the 3'Oldgp, phosphodiester bond formation, and

pyrophosphate release) into one step (eq. 9).

d) 2PPB e) 205J

Figure 2-2: Five molecular eventscaugh by X-ray crystallography involved in a putative
elongation cycle

(a) catalytic reaction(PDB: 116H), (b) RNAP moving forward to the next base along the
DNA template (PDB: 205I), (c) substrate diffusing to an entry site(PDB: 1R9T), (d)
substrate binding to a preinsertion site (PDB: 2PPB), and (e) TL closing the activesite
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(PDB: 205J). The loop with a triad of aspartate residuess denoted in blue tube, the TL in
blue ribbon, DNA template in green tube, RNA transcript in light red tube, and Md* ions
in green spheres. Base pairs are also shown between the DNA templatd the RNA
transcript. Note that the DNA template does not show well in (b) and that the TLs in {d)
are not completely shown in the crystal structures.

RNAP moving forward to the next base along the DNA template [10, 11, 12, 13]
RNAPpdty#%- RNAPfwd (1)
RNAPfwd%4%- RNAPpdt (2)

Substrate diffusing to an entry sjfiet]

NTPfreet+ Esite/#%- NTPesit (3)

Substrate bindg to a preinsertion site [p

NTPesiter RNAPfwd ¥4%- NTPinser (5)

NTPinsert#%- NTPesiter RNAPfwd (6)
TL closing the active site [5, 6]

NTPinsert4%- NTPasite (7)

NTPasite/4#%- NTPinser (8)
Catalytic reaction [15]

NTPasité/#%- RNAPpdt+ Esite. (9)

RNAPpdt and RNAPfwd mean thRNAP reaches the product (Fi2a) and forward (Fig2-
2b) states, respectively. Note that RNAPpdt corresponds to theapsdocational state and
RNAPfwd to the postranslocational state. NTPfree, NTPesite, NTPinsert and NTPasite are four

species of NP: in free diffusion, at the entry site, at the-preertion site, and at the addition
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site. Esite denotes the state of the entry kite kg are probability rate constants for these nine
molecular events.

The above equations actually give evolutignailes for the molecular species. These
probability rate constants specify how often the stochastic events occur. Given initial molecular
states, using a Monte Carlo method called the Gillespie algorithm or the Kinetic Monte Carlo
method[16] we can perform a stochastic simulation. In the simulation, the algorithm uses two
random numbers to determine at what time which event occurs next, which can be used to
determine the next states of thetsys by following the evolutionary rule corresponding to the
event. The algorithm can repeat this process to produce a temporal evolution of molecular
species. This temporal evolution is a possible realization of the underlying stochastic process for
the malel. More details about the algorithm can be found in Réf.

The initial conditions for the model we are using in this study are: NTPfree = 1000,
RNAPpdt = 1, RNAPfwd = 0, NTPesite = 0, NTiBert = 0, NTPasite = 0, and Esite = 1. That is,
the number of NTPs in free diffusion is 1000, RNAP is in thetfaneslocational state, and no
substrates occupy any site. Note that Esite = 1 denotes that the entry site is available. These
settings can based to mimic the situation that the elongation just gets started or that the
elongation recovers from a pause.

Estimations of the individual rate constantsdjkof the various steps were determined in
view of the following considerations. The average rate of RNA synthegis dliin vivo is
about 50 nucleotides per s. Therefore, any reaction rate involved in the elongation cycle should
be larger than 50°s For the backandforth motion of RNAP (kand k), 60-70 percent of the
transcription elongation complexes are known to stay in thé&ranslocational state when the
elongation complex is stalled due to a lack of matched substrates [9]. To matchdtkswais

28



set to 1003 (RNAP moving from preto posttranslocation) andko 200 &' (reverse process).

Concerning the diffusion of the incoming NTP to the entry site (Esite) we used a theoretical

evaluation of 200'5[17], leading to k= 0.2 §* (10003 k, = 200s*).The reasonable rate for

substrate to leave the entry site should be between 50 and 20¥esthus sek, =106

(substrate leavingdz). The following rate constantss(to kg) are harder to evaluate as they are
associated with a large number of atoms and with comphgsigattchemical events. The
determination of adequate reaction coordinates, activation energies and finally estimates of their
rate constants are challenging. In the present study, we bypass these modeling difficulties for the
moment and aim at determinitige weights of the individual chemical events in the selectivity

of the nucleotide by performing a sensitivity study. Three physitamical or chemical steps

are analyzed, the rotation (in and out) of the nucleotide within the activessiledk

respectively), the closure of the TL;@nd lg) and the polymerization reactiong)kin a first

kinetic model (model 1) we explicitly hypothesize that stepsahd 78 are uncoupled. In fact, it

is hard to confirm this hypothesis from experimental datnsequently we also consider the
possibility of a kinetic scheme where the rotation of the nucleotide and the closure of the trigger
loop are concerted (model 2).

Biochemical data (Ray) indicate that the nature of the incoming substrate (correct,
unmached or 2'deoxy) has to be taken into account in the rotation step. In our kinetic model, this
is done through the respective valuessdikd k the ratio of which definethe equilibrium
constant kg of the rotation step. For a regular elongation stepmatched NTP are observed in
the Eie but only in the prénsertion site, suggesting that the rotation equilibrium is totally

displaced toward the piiesertion site. Based on this experimental evidence, we have assigned a

29



value of 100 to k. On theother hand, for unmatched NTP, all the nucleotides are observed in
the Eiw, and not in the prsertion site, leading in our protocol to a value of 0.01 fgr K

Finally, the 2deoxy NTP is an interesting intermediate case with a value of 0.4 tirgdlan
equilibrium constant allowing the nucleotide to be substantially stabilized in both sites. This ratio
was derived from XRay experiments showing the presence -afedxy NTP in both the & and

the preinsertion site.

2.4 Results

As described inthe previous part, stochastic simulations were performed for various sets
of rate constants to get averaged values of the polymerization rate. Specifically, 100 simulations
were carried out for each averaged value. In the following tables, we also hep@atia of the
elongation rates (denoted by E) between the correct nucleotide and the unmatciuebxy 2'
nucleotides. These values are discussed in the next paragraphs and will be compared to the
available experimental values. For the unmatched nugéeptvarious kinetic experiments
indicate a ratio EmafEma: Of about 1.2810 [8]. Concerning the sugar selectivity, the sensitivity
seems to be less pronounced with a reported rati,8Ema: of about 2.¥10°[8].

We first examine the hypothedisat there is no coupling between thg &nd ks reactions

(model 1). Thus, all the reactions listed above were used. Tdbfithmarizes the various
elongation rates for variougkkeeping ks and k constant. The obtained elongation rates
indicat different selectivity depending on the nucleotide that is considered. For unmatched
NTP, a ratio of 0.02 is found for the highest valuess@Hd k (fast rotation), the selectivity

being partly lost for slow rotation. For the deoxy case, the selectivity is significantly lower (ratio

around 0.5), and is nearly lost for a slow rotation process (ratio=0.9).
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Table 2-1: Elongation rates of different NTPs

The rates are in nucleotides per second (t-J with fixed k7 (500 $ J, kg(1000 $ J, and
ko(1000S 3

Matched NTP Unmatched NTP 2-deoxy NTP
Kot = 100 Krot = 0.01 Kot =0.4

Ks Ke Emat Ke Eunm Ke E2deoxy

) ) ] ] ] Eunm/ Emat ] ] E2'deoxy/Emat
)| &) |(s)| g3 | (nts] S | (nts )
500 5 48.16 | 50 000 1.14 0.0A4 1250 | 23.54 0.489
400 4 45.81 | 40000, 1.10 0.024 1000 | 22.88 0.499
300 3 42.37 | 30000, 1.09 0.026 750 21.83 0.515
100 1 26.17 | 10000, 1.12 0.043 250 16.40 0.627
10 0.1 4.32 100 0.97 0.225 25 3.95 0.914

discriminate different nucleotides and, hence, to account for RNA Pol II's selectivity. Actually,

the better selectivity observed for the unmatcheé ldase is obviously related to the fact that

the incoming NTP is not stabilized in the fangertion site. Few monomer molecules have access
on average to the piasertion site. This point is related to the rotation equilibrium constant
Kro=ks/ks. Neverheless, the value proposed in the present study (0.01) has only to be seen as an

upper limit for the rotation step, a value that accounts for theohearvation of unmatched NTP

In comparison with the experimental data those values are not sufficiently small to

in the preinsertion site. Lower values for(might not be excluded fronmé present

computational modeling. For instance with 10>, a selective ratio of 0.00036 is found. The

proper evaluation of this equilibrium constant with an accurate computational method is
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currently under way in our group. Finally, as propose&éfy [14], the presence of a rotation

step associated with two conformational positions of the nucleotide is probably sufficient to
discriminate between matched and unmatched NTPs. At this stage the question of selectivity of
the correct sugar remains open.

In the next computational experiment, we sgbls00 §, a value which renders the best
selectivity, but we decrease the chemical reaction rgteAk improvement of the selectivity is
obtained for the slowest rate constants (Tak?¢. Z'he selectity remains however very far
from the experimental data. Moreover, the small gain in selectivity seems to have to be paid for
by a serious loss of enzymatic activity since the elongation rate for the correct NTP amounts only
to 3.2 nt.§ (ke= 10s"). Finally, even when adjusting the different values fpaiid kg, no
satisfactory selectivity is obtained for thed2oxy monomer (Table-3).

Table 2-2: Influence of the chemical reaction rate constant on the elongation rates
Values obtained with fixedks (500 s, k7 (500 s') and kg (1000s")

Matched NTP Unmatched NTP 2-deoxy NTP
Ko Emat Eunm Eodeoxy
] ] ) Eunm/ Emat ] E2'deoxy/Emat
S (nts § (nts j (nts §
1000 48.16 1.14 0.04 23.54 0.489
700 45.83 0.96 0.021 20.66 0.451
600 44.39 0.92 0.021 19.40 0.437
500 42.81 0.87 0.020 17.70 0.413
400 40.48 0.69 0.020 15.48 0.383
100 21.36 0.28 0.013 5.85 0.274
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10 3.19 0.098 0.031 0.75 0.236

1 0.44 0.07 0.161 0.15 0.337

Table 2-3: Influence of the rate constants (}and kg) on the elongationrates

ksand keare set to500 $ ‘and 1000 & ¥or all three cases. kis setto 5550000 5+ and
1250 § ! respectively,for the matched, unmatched and 2leoxy NTP.

Matched NTH Unmatched NTP 2-deoxy NTP
Emat Eunm E2'deoxy
B _ Eunm/ Emat B E2'deoxy/ Emat

(nts (nts (nts 3
k;=50s !

24.41 0.09 0.0037 6.28 0.2573
ke=100s *
k;=100G 1

49.99 0.23 0.0046 27.56 0.5513
ks=2000s 1

We now turn our attention to the second hypothesis which is related to coupling of the
rotation step anthe TL closing/opening movement (Model 2). In other words we assume that
the rotation of the NTP is catalyzed by the closure of the TL. In practice, this is achieved here by
deleting the seventh and eighth reactionsa(id k) and by considering that rdams five and
six (ks and k) are now relevant to a merged concerted reaction. To connect reactions 5 and 6 to
reaction 9, we changed NTPinsert in reactions 5 and 6 to be NTPasite. Similar simulations have
been performed with the same sets of rate cotsst@he results are gathered in Tabié. 2
Clearly the modified kinetic scheme does not lead to any improvement of the selectivity for any
kind of NTP. Obviously, it is even less pronounced than before, particularly for the cases with
fixed ko.
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Nevertheles a very interesting element appears for the unmatched NTP case. When
compared with the previous kinetic model 1, the set of elongation rates for model 2 implies some
loss of selectivity. Assuming the ability of the present kinetic model to describe ih&A
Pol Il kinetic features, these results mean that a supplementary step between the rotation of the
nucleotide and the chemical reaction seems useful to discard unmatched NTP if other conditions
are the same. A comparison of greatest interest list&dble 24 is the last one with fixedyk
where there are slowest NTP rotation rates. In such a situation, in the absence of the separating
step, the rotation of the nature of the sugar ring may be expected as long as similar vglues of k
are taken for &khe kinds of nucleotides. However, when one considers the possibility of
individual chemical reaction rates for every nucleotide, good selectivity is achievable. For
example assigning a value af%k 10° s* for the matched nucleotide and the relatiabiization
of the nucleotide within the E and piresertion site are almost of no use for selectivity. In view
of the recent literature we have proposed here that this supplementary step might be the
closing/opening of a subhain called the Trigger Loondeed,yeastRNA Pol Il add
nucleotides and translocatdowly and wih reduced accuraagyn t h e ptamasieni8t e o f
The inhibitor,0-amanitin, seems to stop the Trigger Loop from performing the closing [8, 13],
which may affect the fidelity of RNAPs [18].

Table 2-4: Elongation rates ofdifferent NTP when ks and ko are varied

Matched NTP Unmatched NTP 2'-deoxy NTP

Krot = 100 Kiot = 0.01 Kiot= 0.4

fixed kg = 1000 &

k5 k6 Emat k6 Eunm Eunm/ Emat k6 E2'deoxy E2‘deoxy/ Emat
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S J Sy | sy &3 | (ns}) Sy | (ntd)

500 5 57.35 | 50 000| 57.13 1.0 1250 57.39 1.0
400 4 54.30 | 40 000| 54.20 1.0 1000 54.29 1.0
300 3 49.54 | 30000| 49.47 1.0 750 49.56 1.0
100 1 28.87 | 10 000, 28.99 1.0 250 28.87 1.0
10 0.1 4.30 100 4.31 1.0 25 4.30 1.0

fixed ks = 500 &

Ks Ke Emat Ke Eunm Ke Eodeoxy

] ) ) ) ) Eunm/ Emat ] ] E>'deoxys Emat
)| &) |(s)| 3 | (nts] S | (nts )
1000 5 57.35 1.0 57.13 1.0 57.39 1.0
700 5 56.12 1.0 56.05 1.0 56.10 1.0
600 5 55.53 1.0 55.36 1.0 55.55 1.0
500 5 54.80 1.0 54.57 1.0 54.79 1.0
400 5 53.66 1.0 53.66 1.0 53.68 1.0
100 5 40.01 1.0 40.01 1.0 40.00 1.0
10 5 8.83 1.0 8.81 1.0 8.84 1.0
1 5 1.11 1.0 1.11 1.0 1.11 1.0

Altogether, our results indicate that no selectivity on the nature of the sugar ring can be

expected as long as similar values oake taken for all kinds of nucleotides. However, when
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one considers the possibility of individudiemical reaction rates for every nucleotide, good
sensitivity is achievable. For example assigning a valugo1&® s* for the matching case and
1.0 s* for the 2:deoxy case (TablesRand 22), the experimental selectivity of c.a. 210° can
berecovered. Applying an Arrhenius law, such a difference for the rates constants of 1900 s
equivalent to a difference of 17.1 kJ.Mdbr the activation energies (for T=298K). This value is
certainly attainable thanks to a few electrostatic inteyastwithin the catalytic core of the
enzyme. Indeed it roughly corresponds to the energy of a single hydrogen bond. This result
suggests that selectivity against the nature of the sugar might not be so difficult to reach during
the polymerization. This maye used to explain why RNAPs are very sensitive machines in
terms of hydrogeibonded interactions between the NTP and RNAP. Nevertheless it brings a
puzzling question about the corresponding molecular basisResy>structures show that the
sugar moiety bthe incoming NTP is a couple of Angstroms away from the reactive spbere
the R, atom of the monomer and the O3' atoms of the last transcript nucleotide-{ffigiénce
more mechanistic investigations will have to be carried out to understand éiaviltlence of

the O2' atoms (or its absence for-@@bxy NTP) can be dynamically transmitted to the reactive

sphere. Such work is in progress in our lab and will be presented in due course.

2.5 Conclusions

The transcriptional elongation cycle is a complicated biochemical process involving
many kinds of molecules and molecular events. Following our previous investigations, we have
used in this study the Gillespie algorithm to investigate the whole nucleatitigon cycle
based on an evedtiven stochastic model. Two models were considered in view of the most
recent findings from the biochemical literature devoted to these polymerases. The main objective
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of the study was to understand how the selectivith@fincoming NTP (matched vs. unmatched
and 2:oxy vs. 2*‘deoxy) could emerge from the complex kinetic network involved in the
elongation process.

Concerning the unmatched NTP, the computed elongation rates indicate that selection of
the nucleotide can kEartly achieved thanks to the presence of two possible conformations of the
monomer (G and preinsertion site). This proposal is not new and had already been made on
the basis of XRay experiments. Our kinetic study has brought nonetheless a com@gnmrit
essential point which is the possible help of a supplementary event between the rotation and the
chemical reaction to obtain selectivity. Based on biochemical studies, we have proposed that
such an event could be the closing/opening of the adte/e entrance by the Trigger Loop.
Concerning the 2leoxy NTPs, the computational results indicate that no conclusive selectivity
should arise only from the relative stability of the nucleotide between the E am$@rgon
sites. We have shown thatfdrent rate constants for the chemical reaction depending on the
nature of the incoming NTP, on the contrary, should allow selectioroodyZubstrates.

Considering this factor, the experimental selectivity of £1#8' for unmatched NTPs
can also beasily obtainedThis strongly indicates that differersi@ substrate binding affinity
alone cannot contribute to the high selectivity of RNAR®yY mustwvork together with
differences in thechemical reactiomate for different kinds of substratéss dated above, the
latter can be easily achieved by the difference of one single hydbamyehenergyRecall that
the catalytic reaction event consists of threesube nt s: depr eQHogroapt i on of
phosphodiester bond formatioand yrophosphateelease Our previous dynamics stugtif]

showedhatpyrophosphate release appears tmigdate the kinetics of the catalytic reaction. The
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exact role of the polymerase residues on the catalysis like histidine 1085 remains elusive and

more work is needed to address this issue.

Our modeling strategy needs further refining in several respedtsr&gpect to the

kinetic model, if molecular processes get too complicated, delay stochastic simulation techniques

[20] can also be employed to speed up the modeling. In addition, multiscale modeling should be

tightly combined with corresponding experiments. Future work will be devoted to obtaining

reliable estimates ohe examined rate constants. Due to the diversity of the encountered

phenomena, a variety of computational tools will have to be used in conjunction with

experimental data.
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ICHAPTER THREE: BRIDG E HELIX AND TRIGGER LOOP IN ACTION i HOW RNA
POLYMERASE Il BINDS AND SELECTS NTPS

3.1 Abstract

RNA polyermase I, a crucial enzymer fgene expression in eukaryotes, synthesizes
messenger RNAs with high selectivity. Despite its importance, the mechanism for nucleotide
binding and nucleotide discrimination is not well understood. To dissect the origin of high
selectivity, we performed nhecular dynamics (MD) calculations for cognate and-oognate
Nucleoside THPhosphates (NTPs) in the active site and identified key residues important for
stabilizing the cognate NTP. Our free energy perturbation calculations show that mutating a
cognateGTP to a norcognate UTP in the active site costs ~16.8kcal/mol while mutating a
cognat e @d@oRyGTPocoses ~2Radal/mol. Hence, the selectivity for cognate vs. non
cognate NTPs can be accoun t-ddNOPs,fhaveverpangkelg t her mo
discriminated against through catalytic inefficiency. Since two binding sites exist in the enzyme,
we conducted MD to simulate the entry of a cognate GTP from the entry site to the active site.
The results demonstrate that two key motifs, the triggggy and the bridge helix, play important
roles in this process. Facilitated by these two motifs, the NTP entry is a spontaneous process with
an energy decrease of ~6kcal/mol, as shown by our umbrella sampling calculations.

3.2 Introduction

RNA polymerases (RAP) areubiquitouscellular machines essential foonverting
DNA templates into RNA molecules, an importan
dogma.RNA polymerase Il (RNAP Il)which isresponsible for synthesizing messenger RNA
(i.e.transcripton) in eukaryoteshasbeen the focusf much researchn recent yeargl-9]. As

shownin vivo, it is capable of selecting nucleotide triphosph&¢BP) complementary to a
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DNA template withgreat efficacy. Typically, nucleotides (nt) are incorporatéo anRNA
transcript at @peed of 270 nt per secondith an eror rate of 1 per 11, 7]. Underlying
such high selectivity ia complex procfeading mechanism.

Information about the binding mechanismRNAP Il has been revealed in crystal
structures of the transcription complex. As shown in the crystal structure with a matched NTP
(PDB: 2E2H), the cat a-hejidalistauctuseidénetediasthedrdgehelis e d
(BH), a flexible loop motitermed the trigger loop (TL), and two magnesium ibhg(A) and
Mg(B) in addition to surrounding protein residues of the RNAP Il domains Rpb1 and Epb2
This catalytic site (Figure-3A) is termed the addition site (A site) where a matched NTP binds
the DNA template and is added to the RNA primer. Intriguingly though, anothengpisite
exists, as deter mi ned -deoxgQNP X0, 11. Thostsie (Figuredr y st a |
1B) is termed the entry site (E site) whedrves as an entranice the passage leading to the A
site Diginctly, dl nucleotides bind to the E site whereas onhualeotide that is
complementary to the templatan further bind to the A sitémportantly, both the BH and the
TL appear in distinctly different states between the E site and A site (Figukexd 31B). In
the A site, the BH bends the presence of a matched nucleqtidkile it is straight upon
nucleotide binding at the E site. The TL was found to dperA site when a nucleotide is in the

E site and close the A site when a matched ntidke@arrives in the A site
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Figure 3-1: Crystal structures of the addition site and the entry site
A) Crystal structure of a GTP in the addition site B) Crystal structure of a2 @GTP in the

entry site where the trigger loop is colored in purple, the bridge helix in green and Mg ions
in pink.

Although the BH and the Thave been proven importahtroughsite-directed mutations
[7-10], how they help transfer the NTP from the E site to the A site is still in question.
Addressing this question requires dynamic information of this system in addition to the static
structures determined by crystallography. A suitable technique to studyrthmics is
computational simulation which has been adopted by many researchers in their investigations of
RNAP 1. In shortKornberg and coworkef&] demonstrated by courggained simulation of
NTP diffusion, thanucleotide binding to the E site griganhances its probability of binding to
the A site Feig and Burton [Sperformed normal mode analysisdshowed that an open trigger

loop facilitates translocation of RNAP Il along the DNA straAdlditionally, theyconducted
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full molecular dynamicgéMD) simulationand concludethat fidelity control and catalysis
require the trigger loop closirj@2, 13] . Huang et glthrough their MD simul&bns, explicitly
showed the stabilizing effects His1085 and Leul08df the trigger loop towards matched
NTPs in the A sit¢14]. Although these simulation studies have fill@adetails in the connection
between states of the elongation complex to various extents, onekefteeps, nucleotide
transferfrom the E site to the A site, still remains obscéwed the function of the BH and the
TL in this step also needs to be identified.

Moreover, the selectivity mechanism for
deoxy NTPs i s al so unaddr-eeexy dTiPs areot stable in thé A
site, no crystal structure with them in the A site has been resolved. Although there have been
numerous kinetic studies comparing the rates between cognate aocdgmatte NTP§10, 15],
the structural basis should be better understood through computational apprGaaesing
the cognate and nesbgnate NTPs in the A site on a structural basis could be crucial for
illustrating the intricate proafeading mechanism of RNAP II.

In this paper, we attempt to delineate the selectivity mechanism and identify the function
of the BH and the TL during the NTP transfer from the E site to the ATsitthis end, we have
constructed alatom models based on crystal structures and their combinaimhgye have
performed extensive MD simulations of each mod&lom this, we havidentified important
residues for selectivitygalculated free energy differences among diffeNeRPs in the A site

andthe energy profile othe NTPtrander between the two binding sites.
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3.3 Methods
3.3.1System setup

Models are constructed based on crydtaictures of the ternary elongation complex with
either a GTP present in the addition site (PDB ID: 2E28) o r -dGTR f@resent in the entry
site (PDB ID: 2E21)1Q]. In both structures, a number of residues were not resolved as a result of
structural disorder. In the subunit Rpb1 of 2E2H, missing residues1Z8®at the end of the
chain were not inserted as they are not important to the core function of RNAg&ditionally,
modeling of large surface loops proves unreliable. Missingamahresidues, 15660, 186191,
315318 and 1232235, which are not missing in 2E2| were added by adopting the same psi and
phi angles as in 2E2I. Missing nemd residues, 19298, 11771186 and 1244253, which are
missing in both 2E2H and 2E2I, were inserted by manually entering the psi and phi angles in
coordination with the adjacent, known residues. The same protocol was followed for other
subunits of 2E2H and 2E2I. Aftell aecessary missing residues were restored, a geometry
optimization was performedwithneni ssi ng resi dues c@maonhofai ned.
the RNA primer was added, based on the topology in the CHARMM 27 forc¢ X@}ldrhe
missing second Mg ion in 2E21, Mg (B), was inserted at the midpoint between OD1 of Rpb2
Asp837and Od&IP as it codrdinates 2vith both atoms in 2E2H.

Protonation states of titratable residues were determined by pKa calculation through the
GBMV module[17] in CHARMM [18]. In the case of histidine, the site that has the lowest
calculated pKa was protonated. Protonation states were held the same in all the models for
consistency. Nucleate triphosphates were deprotonated in all models and therefore carry a

charge of4[2, 12].

44



To compare the stability of different nucleotides in the A site, the GTP in 2E2H was
repl acedlGbR ar 2& UTP. Thi s -hydrexylgraupandtbey changi
base respectively.This was followed by geometry optimization and MD simulation. To
understand the st abi |-dGTRin tbefE site Was replacedtbyhaeGTEbys i t e
addi n ghydroxyegroRpd Likewise, this was followed by geometry minimization and MD
simulation. To simulate the nucleotide transport from the E site to the A site, 3 starting structures
were interpolated by combining 30% of the 2E2I coordinates and 70% of the 2E2H coordinates,
50% each, and 70% 2E21 and 30% 2E2H, respectively. Thisollased by geometry
optimization and 7ns of regular MD simulation. Interpolation was performed before solvation.
These structures are referred to as interpolated structures throughout this paper.

Each model was fully solvated in a cubic box of explicitewavith a length of ~164.
To neutralize the system, a total of 88 s were added by randomly replacing the water
molecules at the surface of the box. As a result, each model comprises a total of ~340,000 atoms.

3.3.2Simulations

3.3.2.1Molecular dynamics

The GHARMM 27 force field[16, 19] was used to describe the protein and nucleic acids.
Explicit water was modeled with the TIP3P moid]. All metal ions, except for Mg were
modeled with the CHARMM 27 force field. Mgmaintained a charge of 2+, however yigh
der Waals parameters were modified/dV radiusR* = 1.300 A,andwell depthwas modified
to U= 0.06 These changes serveaid overestimation of M@ coordinatiorin accordance
with previous studief20, 21]. Periodic boundary conditions were applied, and, the particle mesh
Ewald summatin was used to obtain accurate electrostatic interactions. Lartgpein

thermostat and barostat were used to maintain the temperature at 300K and the pressure at 1bar,
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respectively. All systems were subject to an optimization of 10000 steps and arratriliof
200 ps before production runs with a time step of 1fs. All simulations were performed with
NAMD 2.9 [22] and analyzed with VMD 1.9.[R3].

3.3.2.2Free energy perturbation

To compare the stability of different nucleotides in the additionw#egyerformed free
energy perturbation (FEP) calculations to measure the free energy differences of changing one
nucl eotide to another. T h proin) awdbirswateresalutiomr me d b o
( qze). From this, the binding free energy @iff e n cpgy) Wasgp@culated as

PGind=  Pkain - P Gater-

A duattopology paradigm as implemented in NAMD 2.9 was employed in all FEP
calculations. In the case of the perturbation from GTP to UTP, only the base is perturbed while
the ribose andhk triphosphate groups remains the same. The perturbation was performed
similarly for -OG®TP. Theasdteo rod VGNP deor 2Waal 6s poter
shifting coefficient of 5 was enabled. Electrostatic interactions of the annihilatedgsantere
l inearly decoupled from the simulation betwee
of the appearing particles were decoupled fro

der Waals interactions of the annihilated particleseviieearly decoupled from the simulation as

& increases from O to 1lwhile vdW interactions
simulation as & increases from O to 1. There
increment ImamMbdea for =mOa 005 and from & = 0.005
wi ndows increment | ambda from & = 0.95 to @& =
wi ndows, increment from & = 0.05 to & = 0.95
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50Q0ps with time step of 1fs preceded by an equilibration of 5Dps.energies were saved every
150fs for ensemble averaging at the end of each wiryothe following equation:

q)AAb =-1/b In <exp{-b [Hp(X, p) T Ha(X, p)]}>a ,

where 1 / BE kg is theBoltzmann constant anis the temperaturddy,(x, p) and H(x, px)

are the Hamiltonians characteristic of statesndb, respectively<s  é, denotes an ensemble
average over configurations representative of the initial, referencesstagtails about the
theory can be found if24, 25].

3.3.2.3Umbrella Sampling

To calculate the potential of mean force of GTP transport from the E site to the A site, we

performed umbrella sampling (US) calculations where the US potential was constructed as
V(X) = -k (X X0)?,
in whichk = 10 kcal/(mol-&) andx is the equilibrium center.

x was calculated as the center of mass (COM) between the GTP and a dummy atom. The
dummy atom is positioned at the COM of the last residue of the RNA primer, determined from a
snapshot of regular MDajectories of GTP in the A site. In total, there were 32 windows,
located between x = 5.1 and x = 14.1. The starting structures of each window were snapshots of
MD trajectories of the GTP in the A site, the GTP in the E site, and the interpolatedresuct
where COM of the GTP lies within the proximity of tkefor that window. In order to better
investigate BH function, US calculations were also conducted on the distance between N7 of the
GTP and Qof Rpb:Thr827 (of the BH). , This simulation us2d windows between the
distances x = 3.3 and x = 9. Again, the starting structure of each window was a snapshot of MD
trajectories, selected from the interpolated structure trajectories. In both US calculations, each

window spanned over 2ns with a stepesof 1fs. This included an equilibration of 100ps in the
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beginning. X values were collected every 0.1ps.Jpostessing of the US data was performed
using Grosfieldbds version of the[208).dheght ed
convergence tolerance of the WHAM analysis was 0.001kcal/mol.
3.4 Results and discussion
3.4.1Different NTPs intie addition site

To understand the specificity of RNAP Il to different NTPs;r@sfong MD simulation
of the 2E2H structure with the correct NTP, a guanosine triphosphate (GTP)Airsiteevas
performeal. Concurrently, two additional MD simulations using the same structure were run
wi t h-deexy&TIB and a uridine triphosphate (UTP), respectively, instead of a GTP. These
models represent incorrect NTPSnapshots from the trajectories of the above thystems are
compared in Figur8-2. In Figure3-2A, the correct GTP forms stable hydrogen bonds with the
template DNA base and interacts with the RNA primer through diasking. In Figur&-2B,
these two types of interactions are also present for ##& PP. Howeverthe2 -@iGTPribose
ring liesin a plane perpendiculém the GTP ribose ring. Consequenthg 2:C pointsaway
from the adjacent RNA nucleotide instead of towardsadlicating al80-degreeotation in the
2 @GTP ribose when compared wihe GTP ribosdn Figure3-2C, the unmatched UTP loses
hydrogen bonds with the template DNA bdeading toits base d&achingfrom the addition site
and pressingheresidues interacting with the triphosphate groups. It is noteworthy that the
matchedGTP moved slightly downstream along the template DNA strand whereasrthe
cognateGTPs shifted slightly upstrearmhis is seemingly characteristic of a proofreading
mechanisnj10, 27]. The downstream translocatiapon binding a correct NTP has also been
found by Feig and Burton in their MD simulatigid®]. Although unbinding of theon-cognate

NTPs were not observed due to the relatively shortlation time,theirinstability in theA site
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can nonetheless be inferred from their inadequate interactions with surrounding residues.

Quantitative measus®f the instability will be presented in432.

Figure 3-2: Different types of NTPsin the addition site

A) GT P;dGT®)C) QT®) in the addition site where hydrogen bonds between the NTP
and the DNA template are shown in blue dots, Mg ions in pink balls and the aspatrtic triad
in licorice.

The difference between the cognate GTP and unmatdhBds primarily recognized by
the DNA template through hydrogen bonds. Nevertheless, the enzyme residues surrounding the
base contribute substantially to the orientation and stabilization of the base as shown in-Figure 3
3. Notably, the RpbLeul1081 of he trigger loop (TL) is believed to position the base with its
iso-propyl side chain through hydrophobic interactiph4. This is also foundni our MD
trajectories of the bagmaired GTP and ZIGTP in the addition site while it is absent in the case
of the unmatched UTP as its baisgressefrom the DNA template. In addition to Leu1081,
other residues with hydrophobic side chains such é82rhAla828 and Tt831 of Rpb1 also
interact with the base through methyl groups. Of interest, all these three residues belong to
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