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Abstract

Surface plasmon polaritons are charge density waves of electrons in a metal, which

are coupled to an electromagnetic field at a metal-dielectric interface. The electro-

magnetic field associated with surface plasmons is confined, resulting in increased

field intensities near the interface. Optical emitters placed near a metal film interact

strongly with the surface plasmon modes present, not only modifying the radiation

rates, but also the radiation profile. These emitters may be used to store and process

information, and understanding their behaviour in the presence of a lossy metal film

is important in determining the advantages and limitations of using surface plas-

mons. In this thesis, we wish to understand how we can optically control atoms

by exploring two physical phenomena: first, the influence of surface plasmons on

collective effects in an ensemble of emitters. Secondly, the single photon excitation

of an emitter near a metal film.

In the first case, we analyze the collective radiative behaviour of multiple classical

emitters near a metal film that radiatively couple to the far-field through surface

plasmon modes. We demonstrate that the contributions of dipolar image charges

within the metal film significantly affect the cooperative emission of nearby sources,

generating sub- and super-radiant emission that can be controlled with a suitably

detuned external driving field.

In the second case, we determine the excitation probability of an atom near a

metal film by a single photon pulse that is time reversed. Using a quantum electro-

dynamic description of absorbing dielectrics, we show that non-radiative decay will

limit the excitation probability to about half of the maximum that could be achieved
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in the absence of losses.
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Chapter 1

Introduction

1.1 Surface plasmons

Surface plasmon polaritons, commonly known as just surface plasmons (SPs) have

become a hot research topic, promising advances in numerous technologies. Sur-

face plasmons are transverse electromagnetic fields that accompany charge density

waves which propagate along a metal-dielectric interface. There are two fundamental

properties of surface plasmons that make them attractive for applications. First, the

strong spatial confinement of oscillating surface modes results in a strong enhance-

ment of electromagnetic fields, allowing the use of surface plasmons in processes that

require high field intensities. Second, the strong confinement makes surface plasmons

a possibility for hybrid devices smaller than purely optical systems.

First I will review many of milestones leading to modern research concerning

surface plasmons, and then discuss the current state of research.

1.1.1 Surface Plasmon Historical Milestones

The theoretical existence and understanding of surface plasmons began with Ritchie

in his paper Plasma Losses by Fast Electrons in Thin Films in 1957 [3]. Ritchie

showed that fast electrons traveling through thin metal films not only lost energy to

the excitation of volume plasmons, but an additional loss corresponding to plasmons

confined to the surface occured. The following year it was shown that the surface

1
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plasmons were coupled to surface electromagnetic radiation giving the full name

surface plasmon polariton [4]. Ferrel would, for the first time, derive the dispersion

relations for surface electromagnetic fields at a metal surface [5]. In 1960, Swan and

Powell would first observe surface plasmons by firing electrons at magnesium and

aluminum films, observing the surface plasmon energy loss [6].

Prior to the development by Ritchie, phenomena associated with surface plasmons

were known. In 1908, Sommerfeld theoretically established that at the boundary of

two media where one medium is a loss free medium and the other lossy dielectric,

such as a metal, there existed electromagnetic waves at the surface [7]. It wasn’t until

1936 when the surface electromagnetic fields were first associated to a phenomena,

which was related to the diffraction spectra of a metal grating [8]. The oldest known

phenomena concerning surface plasmons is the practice of creating stained glass by

infusing the glass with metallic substances, such as the stained windows of Sainte

Chapelle in Paris [9]. The glass produces deep red and yellow glow when sunlight is

incident at oblique angles, the light exciting the optical resonances of surface plas-

mons on the metal particles. The interaction of light with metal nano-particles, even

today, remains a relevant topic of research. While research by this point provided

insight into past phenomena, surface plasmons would later motivate a wide range of

topics.

The earliest optical excitation of surface plasmons in experiments would be con-

ducted by Otto in 1968, through a method generally known as attenuated total

reflection (ATR) [10]. By bringing a glass prism close to a metal surface in a vac-

uum, light incident through the prism would couple evanescently across the vacuum

to the metal generating surface plasmons. The prism was necessary to create the
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simultaneous momentum and energy conservation required to achieve light coupling

to surface plasmons. The so called Otto configuration would soon be modified by

Kretschmann and Raether, where the metal film is deposited on the prism and the

surface plasmons are generated on the exposed metal surface [11]. Because of the

easy implementation, the Kretschmann configuration proved to be more useful than

the Otto configuration. For this reason, the Kretschmann configuration was chosen

for the thesis.

A further discovery involving surface plasmons involves their large field inten-

sities, and enhancement of effects. The signal from the Raman scattering of light

from individual molecules, where the light is emitted at a frequency different than

the excitation frequency, is typically weak. By adsorbing molecules onto a rough

silver surface, the Raman scattered signal was found to have a enhancements of up

to 106 [12]. A part of the enhancement was caused by the large electric fields of sur-

face plasmons, and the effect would come to be known as Surface Enhanced Raman

Scattering (SERS) [13, 14, 15].

Because surface plasmons are sensitive to the metal properties and neighbouring

materials, the ATR method of surface plasmon excitation would lead to various ap-

plications as a biological and chemical sensor [16, 17, 18]. Research involving surface

plasmons would mature in the 1980s and companies like Pharmacia began develop-

ing commercial biosensor devices to meet the needs of scientists [19], and performing

tasks such as detection of contamination and monitoring chemical processes. How-

ever, new developments with respect to the physics of SPs only emerged in the late

1990s.
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1.1.2 Modern studies of surface plasmons: Nanoplasmonics

Current technology research related to computation and communication involves

various photonic devices such as waveguides and photonic crystals [20, 21], as well

as electronic devices such as single-electron transistors and quantum dots for infor-

mation processing applications [22, 23]. Currently, managing data requires data to

be frequently transferred between electronic and optical devices, the desire being to

replace electronic devices with faster optical ones. Light can be processed at fre-

quencies higher than electronics, increasing bandwidth, but requires optical fibres

which limits the scale of optical circuitry [24]. On the other hand, electronics can be

confined to very small dimensions, but are lossy at high frequencies, thus limiting

bandwidth. Because surface plasmons have a smaller wavelength than the photons

used to excite them, plasmonics can shrink optical technologies and potentially main-

tain a larger bandwidth, combining the strengths of optical and electronic systems

[25, 26].

Surface plasmons have consequently become a focus of research in the past decade,

particularly in the recently developed fields of nanoplasmonics and nano-photonics.

A large part of current surface plasmon research is tailoring the dimensions and

shapes of metal geometries to manipulate surface plasmon resonances. The last

decade has seen various nanofabrication methods to construct geometries on the

nanometre scale, such as nanoimprint lithography [27, 28] and electron beam lithog-

raphy [29, 30]. Other techniques are based on the chemical synthesis of metals

[31, 32]. The emergence of these techniques has made it possible to engineer the

electromagnetic response of metals that eased the development of surface plasmon
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technologies.

Because surface plasmons combine features of both electronics and optics, this

serves as motivation for their use in overcoming the expected bottlenecks in electronic

circuits [33]. Being able to confine surface plasmons has already lead to numerous

sub-wavelength scale devices such as waveguides [34, 35, 36], ring resonators [37, 38],

surface plasmon based switches [39], surface plasmon based lasers (SPASERS) [40,

41], and even super-resolution sensors used to read storage media [42].

Nanoplasmonics are potentially the fastest processes in optics, with short relax-

ation and evolution times [43, 44, 45]. Based on the idea of time-reversal, which is

central to the concept of focusing waves [46, 47], the plasmonic system plays the role

of a focusing antenna. A time reversed pulse leads to a concentration of the optical

energy at the location of an emitter and, by directing the radiation along multiple

modes, interference leads to ultra fast optical control [48].

SPASERs (surface plasmon amplification by stimulated emission of radiation),

are a prospective nanoplasmonic device that is used to generate coherent plasmonic

fields. First proposed by Stockman [40], the first developments towards a SPASER

involved the placement of a gain medium consisting of organic dye molecules next

to a metal film in an ATR configuration [49]. This development relied on optically

pumping a dye layer for optical gain, but this method lacked the feedback mechanism

for a SPASER. Metallic nanoparticles would provide a resonant cavity for amplifi-

cation, whereby multiple atoms surrounding the nanoparticle are optically pumped

and subsequently decay into the nanoparticles surface plasmon modes [50]. The con-

figuration of atoms generates dark states through image effects within the particle

that prevents radiative decay of the surface plasmons. The surface plasmon mdoes
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can then be resonantly populated. The SPASER functions as a nanoscale equivalent

of a laser, generating and amplifying highly localized fields.

Although a great deal of research deals with nanofabricated environments that

confine surface plasmons due to the geometric bounds of the environment, the real-

ization of Airy waves have led to directed propagation of surface plasmons on open

surfaces. Airy waves are waves that resist diffraction and experience transverse ac-

celeration of the wave packet [51, 52]. The Airy plasmons are ”relatively unaffected

by surface roughness and defects” and potentially offer a means to effectively transfer

energy across metallic surfaces [53], and alternate methods to guide surface plasmons

through varying linear potentials [54]. The Airy plasmons can be generated in the

Kretschmann configuration, where the metal surface is etched to shape an incoming

light pulse into an Airy wave [55].

1.2 Optical phenomena extended to surface plasmons

The motivation of this research is understanding how optical emitters like atoms,

which are used to store and process information, behave in the presence of a lossy

metal film that supports surface plasmons. This thesis focuses on the ideal excitation

of a single emitter using a single photon coupled to a surface plasmon, and the

collective dynamics of emitters in the presence of surface plasmons. Both these

studies use the Kretschmann configuration, owing to its widespread availability and

simplicity.
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1.2.1 Superradiant emission

Superradiance is a cooperative effect in which the radiation emitted by N scatterers

is substantially enhanced compared to isolated scatterers. For this effect to occur the

distance between the emitters needs to be much smaller than the wavelength of the

radiation. The field amplitudes of the emitters then interfere constructively so that

the radiation intensity is increased by a factor of N2 compared to a single emitter.

Furthermore, light emitted by one of the scatterers can induce stimulated emission for

another scatterer so that the collective decay rate is enhanced by a factor of N if all

emitters are initially excited. These two defining properties of superradiant emission

are consequences of phasing and back-reaction which can occur both in classical and

in quantum systems [56]. Radiation reaction is generally affected by any surrounding

dielectric material. In particular, when atom-sized dipolar emitters are placed within

a wavelength of a metal interface, surface plasmons can be generated. Because of the

increased intensity of surface plasmon fields, an emitter reacts strongly with surface

plasmon modes when placed near a metal film and the radiative properties of the

emitter are significantly affected [2].

The spontaneous emission rate of individual atoms also depends on the pres-

ence of neighbouring resonant atoms and their corresponding positions. An emitter

is influenced by radiation reaction of additional emitters giving rise to cooperative

emission effects, such as super- and sub-radiant emission. These cooperative emission

effects have been predicted for many physical systems, from blackholes to dielectric

cylinders [57]. In acoustic systems, the musical tones produced by two neighbouring

tuning forks decay more rapidly unless the frequency of each fork is slightly detuned
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from each other[58]. In atomic systems, so called ’Dicke states’ give rise to a spon-

taneous coherence in an excited atomic ensemble that creates superradiant emission

[59].

The topic of superradiance has received renewed interest with the development of

nanotechnologies and quantum information [60]. In quantum optics, superradiance

can be used to create entanglement between atoms and light [61]. Entanglement

within a superradiant system is also being used to understand phase transitions in

quantum systems [62]. For this reason there is strong interest in methods that affect

the interactions in cooperative emission.

The radiation from an ensemble of atoms depends upon the dielectric environ-

ment that composes the system [63, 64], and the positions of the atoms in the case

of inhomogeneous dielectrics[65, 66, 67, 68].While spontaneous emission is well un-

derstood for isolated emitters, emission from a system of emitters varies extensively

with their interaction, depending on the state of nearby emitters and the image state

induced in the surrounding media. The influence of dipole images can modify su-

perradiant states into subradiant states when placed adjacent to a conductor, and

only by understanding the role of interactions between the emitters and their images

can the state be reliably determined. While the existence of superradiant surface

plasmons has been established [69], the role of these image states in the super- and

sub-radiant emission of surface plasmons into the far field needs to be determined

and is studied within this thesis. A classical description will suffice for determining

the influence of surface plasmons on the radiation intensity and spontaneous emis-

sion rate, where a quantum mechanical description is necessary for the timing of a

superradiant pulse [70].
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1.2.2 Single-photon excitation of atoms

Along with the creation of single photon sources [71, 72, 73], the absorption of

single photons and the transport of such photons is extensively studied in quantum

information sciences [74, 75, 76]. In an ideal situation a processing device would emit

a photon to send information to another device for further processing. Such devices

could consist of trapped atoms and quantum dots [77, 78, 79], so it is desirable to

couple a single photon to an emitter with unit probability, but such couplings require

large light-matter interactions that are typically associated with focused beams [80]

and high finesse cavities [81, 82]. The scale of devices that use focused beams and

cavities are limited in scale by the wavelength of radiation.

For lossless media, the invariance of Maxwell’s equations under time inversion

implies that an emitter can be excited into a specific state by directing a photon

through the same modes associated with radiation emitted from the desired state.

The perfect excitation of an atom in free space requires a photon that matches the

time-reversal of the photon state corresponding to spontaneous decay [83]. The

excitation is caused by a rephasing of the incoming pulse that cancels the phase

terms occurring due to spontaneous emission and the uncertainty of the zero mean

electromagnetic fields. Ideal excitation of the atom would require the entirety of

the time-reversed evolution, corresponding to an infinitely long pulse. A finite pulse

length would decrease the excitation probability. However, because the excitation

probability grows exponentially fast, near unity excitation probabilities are possible

for reasonable pulse lengths. Another effect that decreases the excitation rate is a

reduction of the angular profile of the incoming photon pulse, which reduces the
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overlap with the time-inverted mode of spontaneously emitted light. However, if the

angular dispersion of spontaneously emitted radiation could be reduced, the angular

profile of the optimal exciting photon pulse could be succinctly different.

The inclusion of a thin metal film in the Kretschmann configuration reduces the

angular dispersion of a radiating system and would be easy to implement. Although

an incoming photon pulse would see an increase in interaction strength due to the

conversion to a surface plasmon mode, the increase in noise due to the metal film may

prevent unit probability in single photon excitation. By accounting for all radiation

modes and losses, the feasibility of single photon excitation of a single emitter can

be determined.

Sub-wavelength (super) resolution

Excitation by a single photon is also relevant for other applications such as beat-

ing the diffraction limit, because of its relation to time reversal. Fink accomplished

sub-wavelength resolution by time reversing and reflecting transmitted electric fields

from multiple antennae, where the signal was refocused on individual antennae sepa-

rated by distances smaller than the diffraction limit [84] [85]. A time-reversed signal

propagates backwards through a time independent medium following the same path,

undergoing the reflections and scattering that occurs in the forward direction [86].

The signal then refocuses on the originator, at a resolution better than the diffraction

limit. The time-reversal is key not only in sub-wavelength resolution, but also in the

perfect excitation of atoms with a single photon.

Evanescent fields are a key component to high resolution devices such as scanning

tunnelling microscopes, where propagating light is limited by the diffraction limit.
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The ability to resolve an emitter is limited by near-field information not being present

in the produced radiation. By coupling the near field to the far-field with scatterers,

the radiation can then be used to resolve objects below the diffraction limit.

1.3 Outline for the Thesis

Chapter 1 establishes the historical background of surface plasmon research and cur-

rent topics in nanoplasmonics. The motivation for researching superradiant surface

plasmons and single photon excitation via surface plasmons along with the back-

ground is given.

Chapter 2 reviews the electrodynamics of surface plasmons and their physical

properties, including their theoretical derivation. The complex dielectric function

of metals based on the Drude model is also discussed, along with the derivation of

the Fresnel coefficients and the electromagnetic Green’s function for layered media.

The physical properties of surface plasmons are presented and a discussion of the

transmission and reflection characteristics of thin metal films in the Kretschmann

configuration is given.

Chapter 3 deals with the influence of a metal film supporting surface plasmons

on the collective behaviour of optical emitters and their cooperative behaviour. The

optical emitters are modelled as charged harmonic oscillators, and the sub- and

super-radiant behaviour of the emission rates are understood in terms of a mirror

effect of the charges in the metal surface. The radiation profiles of the radiant system

are obtained by applying approximations on the Green’s function.

Chapter 4 discusses the quantization of the electromagnetic field in the presence of
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a metal, which is an example of an absorbing and dispersive dielectric. The losses are

characterized by noise currents that are added to Maxwell’s equations, and the QED

formalism is constructed around the classical Green’s function of Chapter 2. The

equations of motion for the atomic and electromagnetic field operators are derived

and renormalized.

Chapter 5 analyzes the excitation of a quantum harmonic oscillator near the

interface by a single photon pulse. We determine a suitable ansatz for the time

reversal of a photon emitted by the emitter through the metal film. We then analyze

the influence of losses on the excitation probability by comparing the results of the

full theory to the case when non-radiative decay into the metal is ignored.

Chapter 6 contains summarizing remarks of our work and the final conclusion of

this dissertation.



Chapter 2

Electrodynamics of Surface Plasmon Polaritons

Plasmons are charge density oscillations that occur in a plasma, such as the conduc-

tion electrons in a metal. A surface plasmon is confined to the surface of usually

a metal, and a surface plasmon polariton refers specifically to the coupling of an

electromagnetic wave to a surface plasmon. Both terms are used interchangeably,

although surface plasmon is more commonly used .

In this chapter, the fundamental concepts of electromagnetism that form the basis

for the study of surface plasmon phenomena are outlined. The macroscopic Maxwell

equations and the notation are introduced in Sec. 2.1, along with the construction

of the Green’s function formalism that is later necessary for the QED formalism in

Chapter 4. The Drude model, which is the dielectric function for metals, is discussed

in Sec. 2.2, and then the creation of surface plasmons is covered in Sec. 2.3. Further-

more, we discuss how surface plasmon resonance in the Kretschmann configuration

is affected by physical parameters such as the wavelength and film thickness. We

then determine the optimal parameters for surface plasmon generation, which will

be necessary for our studies of superradiance and single photon excitation.

2.1 Electromagnetic fields and dielectrics

Provided that the surface plasmon wavelength is greater than the mean free path of

the electron oscillations, a macroscopic description for dielectric media can be used

13
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[87]. The macroscopic Maxwell equations for electromagnetic fields are

∇ ·D(r, t) = ρ(r, t) (2.1)

∇×E(r, t) = −∂tB(r, t) (2.2)

∇ ·B(r, t) = 0 (2.3)

∇×H(r, t) = j(r, t) + ∂tD(r, t), (2.4)

where E is the electric field, D the electrical displacement, B and H are the mag-

netic induction and magnetic field respectively. The terms ρ and j denote the

charge and current densities respectively. The constitutive fields D and H for a

non-magnetic isotropic inhomogeneous media are defined as

D(r, t) = ε0E(r, t) + P (r, t) (2.5)

B(r, t) = µ0H(r, t), (2.6)

where the polarization is given by P . Assuming the polarization of the media re-

sponds linearly to the electric field, the polarization becomes causally related to the

electric field via the dielectric susceptibility χ(r, t) with the relation

P (r, t) =

∫ ∞
t

dt′χ(r, t− t′)E(r, t′). (2.7)

Inserting Eq. (2.7) into the constitutive relation Eq. (2.5) and taking the Fourier

transform gives

D(r, ω) = ε0ε(r, ω)E(r, ω), (2.8)

where the relative permittivity ε(r, ω) is

ε(r, ω) = 1 +

∫ ∞
t

dt′eiω(t−t′)χ(r, t′). (2.9)
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The real and imaginary part of the permittivity (ε′ and ε′′ respectively) are

interrelated by the analytic properties of the dielectric susceptibility. where causality

provides the condition that χ(r, t − t′) is zero for times of t < t′. The permittivity

ε(r, ω) is then an analytic function of ω in the upper complex plane and the real and

imaginary parts are related through the Kramers-Kronig relations

ε′(r, ω) =1− 1

π
P
∫
dω′

ε′′(r, ω′)

ω − ω′
, (2.10)

ε′′(r, ω) =
1

π
P
∫
dω′

ε′(r, ω′)− 1

ω − ω′
. (2.11)

The imaginary part is out of phase with the real part and corresponds to absorption

and losses in the media. For metals, the complex dielectric function accounts for

induced currents within the metal and follows naturally from the Drude model,

which will be discussed later.

The macroscopic Maxwell equations in the frequency domain are, upon using

Eq. (2.8),

∇ · (ε(r, ω)E(r, ω)) = ρ(r, ω) (2.12)

∇×E(r, ω) = iωB(r, ω) (2.13)

∇ ·B(r, ω) = 0 (2.14)

∇×B(r, ω) = µ0j(r, ω)− i ω
c2
ε(r, ω)E(r, ω), (2.15)

From the combination of the Maxwell equations, the electric field E(r, ω) obeys the

inhomogeneous wave equation(
ω2

c2
ε(r, ω)−∇×∇×

)
E(r, ω) = −iωµ0j(r, ω), (2.16)
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where the solution can be expressed in terms of the retarded dyadic Green’s function

G(r, r′, ω), a rank two tensor, which is the solution to the Helmholtz equation(
∇r ×∇r ×−

ω2

c2
ε(r, ω)

)
G(r, r′, ω) = 11δ(r − r′). (2.17)

The Green’s function then propagates the effect of the current densities to the elec-

tromagnetic field. Solving the Green’s function is a classical problem, describing

the propagation of radiation accounting for varying boundary conditions, although

deriving its explicit form is rather involved. Once the Green’s function is derived,

however, all propagation modes for electromagnetic radiation are accounted for and

the electric field for an arbitrary source current can be determined from the Green’s

function through the relation

E(r, ω) = iωµ0

∫
d3r′G(r, r′, ω)j(r′ω). (2.18)

The Green’s function solution for bulk dielectrics and the terms associated with

reflection and transmission of radiation are necessary to acquire the entire electric

field.

2.1.1 Green’s function solution - bulk dielectric

Consider a bulk dielectric where the dielectric permittivity does not vary with posi-

tion such that ε(r, ω) = ε(ω). The solution to Eq. (2.17) is then [88]

Gµν(r, r
′, ω) =

[
q(ω)−2 ∂

∂rµ

∂

∂rν
+ δµν

]
eiq(ω)|r−r′|

4π|r − r′|
, (2.19)

where the indices indicate the appropriate cartesian coordinates and q(ω) =
√
ε(ω)ω

c
.

In momentum (k) space, the dyadic Green function Gµν(k, ω) is given by the trans-
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form

Gµν(k, ω) =

(
δµν −

kµkν
q2(ω)

)
1

k2 − q2(ω)
. (2.20)

In addition to describing solutions for a bulk dielectric, this term is also necessary

for determining the fields in the case of interfaces.

2.1.2 Green’s function solution - planar interfaces

The Green’s functions corresponding to the reflected and transmitted fields are ob-

tained by solving the homogeneous equation[
∂

∂rγ

∂

∂rµ
− δγµ

(
∆ + ε3

ω2

c2

)]
Gµν(r, r

′, ω) = 0. (2.21)

Using the method from Ref. [89] (See also Ref. [90]), the dyadic Green’s functions of

a multiple layered planar dielectric are solved. Due to the translational invariance

of the problem of a planar dielectric interface, it is useful to decompose the Green’s

function into transverse and normal components through the Fourier transform

Gµν(r, r
′, ω) =

∫
d2kp
(2π)2

eikp·(rp−r
′
p)G̃µν(kp, ω; z, z′), (2.22)

where kp is the wave vector component tangential to the interface and rp is the

corresponding position component.

Together with the Fourier transform, the differential equation Eq. (2.17) is
k2y − εω

2

c2 −
∂2

∂z2 −kxky ikx
∂
∂z

−kxky k2x − εω
2

c2 −
∂2

∂z2 iky
∂
∂z

ikx
∂
∂z iky

∂
∂z k2p − εω

2

c2




G̃xx G̃xy G̃xz

G̃yx G̃yy G̃yz

G̃zx G̃zy G̃zz

 = δ(r−r′)


1 0 0

0 1 0

0 0 1


(2.23)

The coupled differential equations produced by the wave equation can be simplified

by rotating about the z-axis such that kx becomes kp. The rotation has the effect
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that all transverse electric fields are tied to the y-axis and the transverse magnetic

components are associated with x and z. The rotation is given by

D̃(kp, ω; z, z′) = U(kp)G̃(kp, ω; z, z′)U−1(kp) (2.24)

where the matrix U is defined as

U(kp) =
1

kp


kx −ky 0

ky kx 0

0 0 kp

 . (2.25)

The transformed differential equation is
−εω

2

c2 −
∂2

∂z2 0 ikp
∂
∂z

0 k2p − εω
2

c2 −
∂2

∂z2 0

ikp
∂
∂z 0 k2p − εω

2

c2




D̃xx D̃xy D̃xz

D̃yx D̃yy D̃yz

D̃zx D̃zy D̃zz

 = δ(r − r′)


1 0 0

0 1 0

0 0 1

 .

(2.26)

From Eq. (2.26) we have the following differential equations:

− (ε
ω2

c2
+ ∂2

z )D̃xx(kp, ω; z, z′) + ikp∂zD̃zx(kp, ω; z, z′) = δ(r − r′) (2.27)

− (ε
ω2

c2
+ ∂2

z )D̃xy(kp, ω; z, z′) + ikp∂zD̃zy(kp, ω; z, z′) = 0 (2.28)

− (ε
ω2

c2
+ ∂2

z )D̃xz(kp, ω; z, z′) + ikp∂zD̃zz(kp, ω; z, z′) = 0 (2.29)

(k2
p − ε

ω2

c2
− ∂2

z )D̃yx(kp, ω; z, z′) = 0 (2.30)

(k2
p − ε

ω2

c2
− ∂2

z )D̃yy(kp, ω; z, z′) = δ(r − r′) (2.31)

(k2
p − ε

ω2

c2
− ∂2

z )D̃yz(kp, ω; z, z′) = 0 (2.32)

ikp∂zD̃xx(kp, ω; z, z′) + (k2
p − ε

ω2

c2
)D̃zx(kp, ω; z, z′) = 0 (2.33)
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ikp∂zD̃xy(kp, ω; z, z′) + (k2
p − ε

ω2

c2
)D̃zy(kp, ω; z, z′) = 0 (2.34)

ikp∂zD̃xz(kp, ω; z, z′) + (k2
p − ε

ω2

c2
)D̃zz(kp, ω; z, z′) = δ(r − r′) (2.35)

Note that D̃xy(kp, ω; z, z′) and D̃zy(kp, ω; z, z′) are coupled together by homoge-

neous equations (see Eq. (2.28) and (2.34)). Additionally, D̃yx(kp, ω; z, z′) and

D̃yz(kp, ω; z, z′) independently satisfy homogeneous equations as seen in Eq. (2.30)

and (2.32). Consequently, the terms D̃xy(kp, ω; z, z′), D̃zy(kp, ω; z, z′), D̃yx(kp, ω; z, z′)

and D̃yz(kp, ω; z, z′) are all zero. Furthermore, D̃zx(kp, ω; z, z′) and D̃zz(kp, ω; z, z′)

can be obtained from D̃xx(kp, ω; z, z′) and D̃xz(kp, ω; z, z′) respectively, leaving only

three Green’s function terms which need to be solved for explicitly.

The boundary conditions derived from Maxwell’s equations are then re-expressed

in terms of the dyadic components of the Green’s function. The x and y compo-

nents correspond to the tangential fields and z to the perpendicular fields. Because

the second index ν corresponds to the orientation of source terms, the boundary

conditions are applied in terms of the first index µ. Because of the continuity of

electromagnetic fields at the boundary of an interface, the following components of

G̃µν(kp, ω; z, z′) need to be continuous:

Condition 1: Tangential component of E is continuous.

D̃xν(kp, ω; z, z′)

D̃yν(kp, ω; z, z′)

Condition 2: Tangential component of H is continuous.

∂zD̃yν(kp, ω; z, z′)
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∂zD̃xν(kp, ω; z, z′)− ikpD̃zν(kp, ω; z, z′)

Condition 3: Normal component of D is continuous.

ε(r, ω)D̃zν(kp, ω; z, z′)

Condition 4: Normal component of H is continuous.

ikpD̃yν(kp, ω; z, z′).

The explicit derivation of the individual Green’s function terms for a 3 layered system

is detailed in Appendix A. The derivation results in the generalized reflection and

transmission coefficients for a multi-layered system. The reflection coefficient RTM

for transverse magnetic waves reflecting from a single interface is given by

RTM
i,i−1 =

εi−1βi − εiβi−1

εi−1βi + εiβi−1

, (2.36)

where βi ≡
√
εi
ω2

c2
− k2

x. The first index indicates the region the radiation is incident

from, and the second is the second region that makes up the interface. For multiple

interfaces, the reflection coefficient has the general form

R̃TM
i,i−1 =

RTM
i,i−1 + R̃TM

i−1,i−2e
i2βi−1(di−1−di−2)

1 +RTM
i,i−1R̃

TM
i−1,i−2e

i2βi−1(di−1−di−2)
. (2.37)

These Fresnel coefficients will be utilized in the following discussion on surface plas-

mon generation.

2.2 Drude Model

The study of surface plasmons focuses on two types of materials that have a quali-

tatively different dielectric function ε(ω), dielectrics and metals, where the function
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a)

b)

Figure 2.1: A comparison of the a) real and b) imaginary parts of the dielectric con-

stant for Au, for both experimental values (dotted) and the Drude model (line) . The

Drude model is evaluated from Eq. (2.38) with the parameters ωp = 1.38× 1016s−1

and τ = 1.2× 1014s−1 [1, 2].
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describes the response of the medium to electromagnetic radiation. For dielectrics,

the electrons are tightly bound to the nuclei and losses are negligible, giving a real

and positive dielectric function. A sufficient approximation of a metal is a free elec-

tron gas that are easily moved by an applied electric field, where a phenomenological

collision rate is introduced to provide the associated losses. The Drude model is

derived from considering electrons driven by an electric field with an impulse depen-

dent on the mean free-time between electron collisions [91]. The dielectric function

is

ε(ω) = 1−
ω2
p

ω(ω + iτ)
(2.38)

where τ is the average collision rate determined from the mean free path of electrons,

and ωp is the plasma frequency. The plasma frequency is given as

ωp =

√
nee2

meε0

(2.39)

where ne is the electron density of the conductor, and me is the mass of the electron.

In Figure 2.1 the measured values for the dielectric function of gold is compared to

the Drude model in the optical regime. Gold and silver are typical materials chosen

for studying surface plasmons due to their reflective properties. In the numerical

evaluations, a wavelength 800nm is chosen, which is typical for many atomic systems

and within the frequency range of tunable Titanium-Sapphire lasers [92].

In general, for metals at optical frequencies result in a negative real part and

small imaginary part (ω < ωp), corresponding to fields that can propagate and

decay over short distances. For frequencies much lower than optical frequencies the

negative real part dominates and becomes large, resulting in only the presence of

exponentially decaying fields. For frequencies larger than the plasma frequency the
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real part becomes positive, corresponding to a transparency of the material at that

frequency.

2.3 Surface Plasmon resonance

The existence of surface plasmons can be derived by an analysis of the reflection of ra-

diation on a planar metal-dielectric interface, where radiation is neither transmitted

or reflected. This electromagnetic field decays exponentially away from the interface

into the dielectric and metal and is transverse magnetic, or rather the magnetic field

H is parallel to the interface.

By equating RTM to 0, the dispersion relation of surface plasmons are determined

from the boundary conditions of a nonreflecting electromagnetic field at the interface.

The resulting dispersion relation is given by

c2k2
sp =

(ω
c

)2 ε0εm
ε0 + εm

, (2.40)

k2
z = ε0,1

(ω
c

)2

− k2
sp. (2.41)

Because k2
x is always greater than ε0,1

(
ω
c

)2
, the wavevector component kz is always

imaginary resulting in an electromagnetic field that decays exponentially from the

interface as z increases. The surface plasmon propagates along the interface with

a wavevector component kx. One important observation of Eq. (2.40) is that both

dielectric constants must be of opposite signs to produce a purely imaginary z-

component of the wavevector.

Figure 2.2 indicates that the surface plasmon dispersion relation is never equal

to that of light in free space. Consequently, surface plasmons cannot be resonantly
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Figure 2.2: The dispersion relations for surface plasmons and light. The dispersion

relation for light in a vacuum is given by ω = ck and the projection of the wave

vector of light in a prism along the metal film is given by ω = c
n
k sin θ indicates

a projection of the wave vector along the metal film. For large values of ksp, the

surface plasmon frequency approaches the bulk plasma frequency of ωp√
2
. The index

of refraction n is taken for glass. Note that only the the real part of the dispersion

relation is displayed for the surface plasmon.
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excited by a field incident on the vacuum-metal interface. A similar situation where

direct coupling is not possible exists for the metal-prism interface. The physical rea-

son is that the in-plane momentum and energy conservation are not simultaneously

possible between incident radiation and the surface plasmon. To excite surface plas-

mons with free space radiation, schemes that involve additional dielectric layers or

affect the “structure” of the metal surface are necessary.

2.3.1 Optical Excitation of Surface Plasmons

The crudest and simplest method of SP excitation is to roughen the metal surface,

which creates irregular boundary conditions on the surface [93]. For light illuminating

a surface, there will be surface features the size of k−1
0 . This allows momentum

matching for a given frequency between radiative and SP modes. The propagation

of SPs are sensitive to boundary conditions of the adjacent media, and are easily

scattered by the same surface structures used to couple light into the surface plasmon.

A method of more finesse is creating a periodic structure with a length scale of the

free space radiation [94]. The surface plasmons are free to propagate provided there

are no irregularities. While more reliable for creating propagating surface plasmon

modes, the wavelength of light is restricted in such geometries.

The more flexible method is sending light through an additional medium in the so

called attenuated total reflection configuration, also known as the Kretschmann con-

figuration [11]. When light is incident on an interface of different dielectric properties

below the critical angle, an evanescent field is generated that decays exponentially

away from the interface. The evanescent field decays on the order of the wavelength

of the light and has a propagating momentum component parallel to the interface.
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Figure 2.3: The optical excitation of surface plasmons in the so called Kretschmann

configuration, where light is incident at the surface plasmon resonance angle θsp

with a wavevector klight and a transverse component kp. The transverse component

matches the wavevector of the surface plasmon ksp.
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For a given angle θi, the parallel momentum component is

kp =
√
ε1
ω

c
sin θi. (2.42)

The parallel momentum component is limited by the critical angle θc, where the

momentum of the incident light cannot be supported in the adjacent media and

produces a purely evanescent field with no propagating component. Varying θi results

in a range of parallel momentum limited to
√
ε1

ω
c
> kp > kp =

√
ε1

ω
c

sin θc.

If the intermediate medium is thin enough, the evanescent electric field generates

density oscillations of electrons at the surface of the adjacent metal-air interface. Be-

cause ε1 > ε3, a simultaneous matching of the energy (frequency) and the wavevectors

kp and ksp occurs (The crossing is illustrated in Fig. 2.2). Surface plasmon resonance

occurs at the angle where kp = ksp (θsp), and is marked by the attenuated total

reflection of the incoming light. Figure 2.3 illustrates the reflectance of the interface

as the angle of incidence is varied. At the surface plasmon resonance angle nearly

all radiation is coupled into surface plasmons.

It is worth noting that a common treatment of surface plasmon resonance is deter-

mining the resonance angle through the relations given in Eq. (2.42) and Eq. (2.40).

Equating the two expressions gives the resonance condition

θsp = sin−1

√
ε0εm

ε1(ε0 + εm)
. (2.43)

The resonance angle determined from the expression, while a good approximation,

does not take into account the additional interface has on the dispersion of the surface

plasmon [2]. The dispersion relation Eq. (2.40) is obtained from the Fresnel coefficient

for a single interface (See Eq. (2.36)), and to obtain the dispersion relation for a
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double interface the generalized Fresnel coefficient Eq. (2.37) is used. Specifically

when

1 +RTM
0,1 R̃

TM
1,2 e

i2kzmd = 0. (2.44)

where kzm is the evanescent wavevector in the metal film.

By expanding the normal wavevector components around k0
sp, the surface plas-

mon wavevector for a single interface, an expression for the deviation ∆ksp can be

obtained. The shift is small when ei2kzmd � 1, which indicates for a dielectric-metal

interface consisting of vacuum (ε0 = 1) and gold (εm = −23.0+1.99i at a wavelength

of 800 nm) occurs at about 200 nm.

∆kx =
RTM

0,1 e
i2kzmd

ε0 − εm

(ω
c

)( ε0εm
ε0 + εm

)3/2

(2.45)

The shift ∆ksp is necessarily complex indicating that not only is ksp shifted from

k0
sp, but there is additional loss in the propagating surface plasmon modes. These

losses are due to the surface plasmon coupling back through the metal film into

region 1. The radiation can not couple into the vacuum because there is no crossover

between the dispersion relations. The energy momentum conservation that prevents

a direct coupling to surface plasmons with incident light forbids the surface plasmon

from coupling into that region.

2.3.2 Surface plasmon coupling and electromagnetic field enhancement

The prism-metal film geometry of the Kretschmann method lends itself well to anal-

ysis through the connection between the Fresnel coefficients and reflection and trans-

mission. Attenuated toal reflection characterizes the excitation of surface plasmons,
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Figure 2.4: The reflectivity |RTM
1,2 | from a 56nm gold film in a Kretschmann con-

figuration, showing the near perfect attenuated reflection at a wavelength of 800nm,

where ε2 = −23.0 + 1.99i.

and this corresponds to a dip in the reflectance of transverse magnetic light at angles

greater than the critical angle for total internal reflection. The reflectance is defined

as the magnitude of the reflection Fresnel coefficient. The efficiency of coupling to

surface plasmons in ATR schemes depends not only on the metal film thickness and

the dielectric constants ε1/ε2/ε0 of the three regions, but also the wavelength of

the radiation. These parameters also have a significant impact on the nature of the

surface plasmon fields.

The reflection coefficient for a TM wave reflecting from the interface between
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Figure 2.5: The reflectance |RTM
1,2 | from a gold film for varying thickness in a

Kretschmann configuration (Red d=65nm, Blue d=46nm, Black d=56nm). The

vacuum wavelength is 800nm.

regions 1 and 2 in a 3-layered system is given by Eq. (2.37). In Fig. 2.4 the magnitude

of the reflection coefficient is plotted for a varying incident angle, showing attenuated

total reflection due to the generation of surface plasmons. The dip occurs when light

partially reflected back into the metal film and prism from the vacuum metal interface

destructively interferes with the incident radiation producing a near zero minima in

reflectivity.

There is a critical thickness for the generation of surface plasmons, as the inci-

dent field penetrates the film evanescently. If the thickness d of the film increases,
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Figure 2.6: The transmission |TTM
1,3 | from a gold film for varying thickness in a

Kretschmann configuration (Red d=65nm, Blue d=46nm, Black d=56nm).

the strength of oscillations at the vacuum-metal interface are reduced and produces

weaker reflections (See Fig. 2.5)). The consequence is incomplete destructive interfer-

ence and the reflectivity increases. As the film thickness is increased, the behaviour

becomes that of a silver mirror. If the film thickness is decreased then the induced

oscillations a at metal interface increase. While increased coupling to surface plas-

mons is expected, the radiative rate of surface plasmons as determined from Im∆kx

back into the prism increases and results in an increase in reflectivity, as determined

from Im∆kx.

At the surface plasmon resonance angle with the appropriate wavelength or film
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thickness, radiation is entirely coupled to the surface. Because the surface plasmon

modes are confined within a small distance of the interface [95], much smaller than

the wavelength of the light wave, the electromagnetic energy is confined to a smaller

volume and the associated field intensity is enhanced. The enhancement of the

electric field is seen in the transmission coefficients (see Eq. (A.54)) illustrated in

Fig. 2.6, where the transmitted field will have an electric field amplitude an order

of magnitude larger than the incoming field. The increased field strength of the

surface plasmons allows for larger couplings to nearby atoms and molecules, causing

an enhancement of field related effects.

2.4 Summary

The following chapters discuss the generation of surface plasmons by superradiant

ensembles of emitters and exciting an emitter by a surface plasmon generated by a

single photon. The physical parameters, such as emitter wavelength and fill thick-

ness, have been chosen to create maximum coupling between emitters and radiation

through surface plasmons.



Chapter 3

Collective Radiation in the Presence of Surface

Plasmons

When several emitters are located within a fraction of the emitted radiation wave-

length, their dynamic dipole-dipole interaction can significantly alter the radiation

dynamics as compared to a single emitter. Collective emission can potentially demon-

strate super- and sub-radiant behaviour, where the interactions either drive or damp

neighbouring dipoles. Because of the strength of the surface plasmon modes in the

metal film, additional collective effects can occur. In this chapter, we discuss the

influence of surface plasmons on the radiation from a single dipole and the collective

radiation of multiple dipoles.

In Sec. 3.1 we discuss how we acquire the electromagnetic field from multiple

emitters using Green’s functions, where the formalism is applied to harmonically

oscillating emitters that are driven by a light field in Sec. 3.2. We demonstrate that

their collective dynamics can be changed from super- to sub-radiant behaviour by

varying the frequency of the driving field. In Sec. 3.3, the collective decay of initially

excited harmonic oscillators are studied and we give a detailed description of super-

and sub-radiant decay modes, their decay rates, and emission patterns. We then

discuss how well superradiant emission is realized in these modes.

33
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Figure 3.1: Kretschmann configuration of a thin metal film interface between a prism

and vacuum used to couple emitters to surface plasmon modes. Region 1 consists of

a prism (ε1 = 2.28), region 2 corresponds to a thin metal film (ε2 = −22 + 1.99i),

and region 3 is the vacuum.
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3.1 Radiation of oscillating emitters near an interface

We consider the behavior of N atomic dipoles that are located near a thin metallic

interface that supports surface plasmon modes, see Fig. 3.1. To simplify the con-

siderations we study an infinite planar interface so that the prism, which is needed

in experiments for phase-matching, can be replaced by an infinite half-space filled

with a non-absorbing dielectric. The dipoles are located at positions r(1), ..., r(N) in

region 3 above the interface.

To describe the system of emitters, each dipole is modeled as a charged classi-

cal harmonic oscillator with charge q, mass m, and resonance frequency ω0. The

restoring force associated with the harmonic motion originates from the attraction

by a stationary charge distribution of opposite sign (the “nucleus”) located at the

point r(i). Charge i oscillates about the point r(i) with an amplitude x(i) that is of

the order of Bohr’s radius and much smaller than the individual separation distance

between emitters ∆x. The equation of motion for the harmonic oscillators affected

by an external electric field E(r, t) is given by,

ẍ
(j)
0 + ω2

0x
(j)
0 =

q

m

(
E(r(j), t) +

N∑
i=1

E(i)(r(j), t)

)
. (3.1)

The term in parentheses can be interpreted as the local electric field at the position

r(j) of the jth oscillator. It consists of the external applied field E(r(j), t) in region

3 (e.g., a laser beam) plus the superposition of the fields E(i)(r(j), t) that are created

by emitter i.

The propagation of an electric field E(r, t) in the presence of multiple interfaces

is solved using a Green’s Function approach. The electric field due to a current
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source of j(r, t) is determined by the well known differential wave equation(
1

c2
ε(r)

(
∂

∂t

)2

+∇×∇×

)
E(r, t) = −µ0

∂

∂t
j(r, t), (3.2)

where ε(r) is the complex relative permittivity of a dielectric. We assume here for

simplicity that the permittivity of the interfaces does not depend on the radiation

frequency, which is the case for the interface that we are studying.This method has

a much broader range of validity. The constants c and µ0 are the speed of light and

permeability of free space respectively. The solution to Eq. (3.2) in terms of the

dyadic Green’s function G(r, t; r′, t′) is

E(r, t) = −µ0

∫∫
dt′d3r′G(r, t; r′, t′)

∂

∂t′
j(r′, t′), (3.3)

where G(r, t; r′, t′) is a retarded solution to(
1

c2
ε(r)

(
∂

∂t

)2

+∇×∇×

)
G(r, t; r′, t′) = Iδ(r − r′)δ(t− t′). (3.4)

We assume that each emitter consists of a charge q (the “electron”) that performs

small oscillations of amplitude x(j)(t) around a fixed position r(j) at which a charge

−q (the “nucleus”) is placed. The current density j(r′, t′) produced by emitter j can

then be written as

j(r′, t′) = qδ(r′ − r(j))ẋ(j)(t′). (3.5)

This current density contains the complete information about the radiation field

produced by both the electron and the resting nucleus and determines the radiative

electric field through Eq. (3.3). In addition one generally needs to include the electric

Coulomb field of a charge distribution. However, because the oscillation amplitudes

of the electron are small and the total charge of the emitter is zero, each oscillator



37

essentially describes a point dipole with dipole moment p = qx(t). We then can

ignore the Coulomb contribution so that each emitter can be thought of as an os-

cillating point dipole. Inserting Eq. (3.5) into Eq. (3.3) then yields the electric field

produced by emitter j,

E(j)(r, t) = −µ0q

∫ ∞
−∞

dt′G(r, r(j), t− t′) ẍ(j)(t′). (3.6)

Within the Green’s function formalism, the effect of surface plasmons are included

through the Fresnel coefficients, i.e., the complex ratio of the reflected (RTM
i,i−1) or

transmitted (TTM
i,i−1) electric field and the incident field, where i is region in consider-

ation and i−1 the neighbouring region. The surface plasmons generate characteristic

resonances in these coefficients.

To acquire a general solution for the oscillator amplitude, let us now assume that

emitter j oscillates according to

x(j)(t) = x(j)(0)e−iωt−Γt (3.7)

for some frequency ω and a real, positive decay parameter Γ � ω. To simplify the

derivations we use a complex amplitude x(t) for the oscillators. The use of complex

solutions is possible because for harmonic oscillators interacting via the electromag-

netic field the equations of motions are linear second-order differential equations.

Real and imaginary part of x(t) then correspond to two linearly independent, real

solutions of the equations of motion. For the field intensity we use the quantity |E|2

which is proportional to the intensity for real oscillators amplitudes averaged over
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one cycle 2π/ω. Eq. (3.6) then becomes

E(j)(r, t) =− µ0q

∫ ∞
−∞

dt′G(r, r(j), t− t′)(Γ + iω)2x(j)(0)e−iωt
′−Γt′

=− µ0q(Γ + iω)2 e−iωt−ΓtG(r, r(j), ω − iΓ)x(j)(0) , (3.8)

whereG(r, r(j), ω−iΓ) is the analytic continuation of the temporal Fourier transform

of G(r, r(j), t) into the lower half plane.

Noting the pole at ω1 = ω − iΓ and applying calculus of residues, the electric

field is then

E(j)(r, t) = −µ0qG(r, r(j), ω − iΓ)(Γ + iω)2x(j)(0)e−iωt−Γt. (3.9)

Inserting Eq. (3.9) and Eq. (3.7) into Eq. (3.1) gives

[
(Γ + iω)2 + ω2

0

]
x(j)(t) =

q

m

{
E(r(j), t)−µ0q

N∑
i=1

G(r(j), r(i), ω−iΓ)(Γ+iω)2x(i)(t)
}
,

(3.10)

where these coupled equations can then be used to describe driven and decaying

systems of charged harmonic oscillators.

3.2 Driving oscillators between super- and sub-radiant emis-

sion

If the emitters are driven by an external electric field of the formE(r, t) = E0e
ik·re−iωt

they will eventually settle into a state where each dipole oscillates with the frequency

ω of the driving field, so that x(t) = x0e
−iωt. This ansatz, combined with Eq. (3.10)
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transforms Eq. (3.1) into the algebraic equation 1

E
(i)
0 =e−ik·r

[
m

q
(ω2

0 − ω2)δij11− ImG(r(i), r(i), ω)

× δij
µ0ω

2q

2π
− µ0ω

2q

2π

N∑
j 6=i

G(r(i), r(j), ω)

]
x

(j)
0 ,

(3.11)

and forms a set of 3N coupled equations for the Cartesian components of N oscil-

lators. The indices i, j run from 1 to N and 11 denotes the unit matrix in three

dimensions. To find the total electric field emitted by all N sources we need to solve

these equations for x(i) and then superpose the fields produced by all sources.

Figure 3.2(a) shows the amplitude response x0,3, i.e., the z-component of the

amplitude vector x0 of the oscillators, for two nearby emitters in free space driven

by an electric field polarized in the z direction. For separation distances ∆x less than

50 nm the resonance frequency begins to shift considerably due to dynamic dipole-

dipole coupling between the emitters. Because in free space the dyadic Green’s

function is diagonal with respect to radiation polarization, and because the emitters

are only driven along the z-axis, there is only coupling between the z-components of

oscillations.

Placing the two emitters close to the metal interface leads to a dramatic change

in the emitter dynamics. In Fig. 3.2(b) the z-amplitude of two scatterers that are a

distance ∆z = 100nm away from the interface is displayed. It has a similar overall

shape as the amplitude response in free space, but an additional narrow resonance

peak appears on the tail of the primary resonance. This narrow feature is more

prominent in Fig. 3.3(a) which displays the same quantity for a fixed distance

1 Eq. (3.11) corresponds to Eq. (3.10) in the limit of stationary amplitudes, i.e., Γ = 0 in
Eq. (3.10).
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(a)

(b)

Figure 3.2: The amplitude response in z-direction of two emitters in (a) free space

(b) and placed at a distance of ∆z = 100nm from the metal interface and separated

a distance ∆x from each other. Both emitters are driven in the z-direction by an

electric field that is detuned by δω from a resonance frequency of ω0 = 2.36×1015s−1.
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(a) (b)

Figure 3.3: The z-amplitude x0,3 (a) and x-amplitude x0,1 (b) of two emitters near

a metal film (solid line) and a perfect mirror (dashed line). The emitters are driven

by a field that is detuned by δω. They are separated by ∆x = 80nm from each other

and ∆z = 100nm from the metal interface.

∆x = 80nm between the scatterers.

The origin of the secondary resonance is the reflection of light emitted by one

oscillator from the interface and its subsequent absorption by the other oscillator.

In free space light emitted by one oscillator necessarily has the same polarization as

the external driving field. Therefore, the emitters are collectively oscillating along

the z-direction. However, light that is reflected by the interface can have a different

polarization. In the case under consideration it induces a coupling between the x-

and z-components of the oscillators; mathematically this is related to the G13 terms

in Eq. (3.11).

Figure 3.3(b) indicates that at the secondary resonance the dipole orientation

changes from normal to almost parallel to the interface. Because the two dipoles are
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(a)

(b)

Figure 3.4: Electric field lines in the near field of two dipoles driven on the primary

resonance (a), and the secondary resonance (b) near a metal interface at z = 0. The

bold arrows indicate the dipole location and orientation of the emitters.
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nearly anti-parallel to each other their emitted radiation interferes destructively. This

implies that the system changes from superradiant behaviour around the primary

resonance to a subradiant behaviour around the secondary resonance. Figure 3.4

displays the electric near-field and the dipole orientation at the two resonances. An

intuitive explanation of the secondary resonance can be given as follows. For most

driving field frequencies the coupling between the x and z components of the oscilla-

tors is weak. However, at the resonance frequency of sub-radiant modes this coupling

can transfer most of the energy of the oscillator from the z to the x components be-

cause the latter only lose very little energy energy through radiative emission and

thus decay slowly. The secondary resonance therefore has to be narrow because its

linewidth is inversely proportional to the large decay time of the x-oscillations.

To improve our understanding we compare in Figs. 3.3(a) and (b), a numerical

evaluation of the oscillation amplitudes for two emitters near the metal film with

a corresponding calculation for two emitters near a perfect mirror. The latter case

can be described by taking the dielectric constant ε2 of the metal film to be infi-

nite, which corresponds to a perfect conductor. While the mirror images explain the

qualitative features very well, the narrow resonance is greater in the case of the mir-

ror. We attribute this difference to the existence of surface plasmons, which are not

present in the case of a perfect mirror. The dispersion and decay of surface plasmons

cause the emitter energy to be dissipated more quickly and this is represented by a

corresponding decrease and broadening in the narrow resonance.

With increasing distance from the interface the narrow resonance falls off expo-

nentially because of the decreasing strength of the reflected near field at the interface.

Presumably for the same reason the resonance frequencies are shifted by a larger
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amount near the metal film.

3.3 Collective decay of classical emitters

We model the collective decay of initially excited oscillators near the interface by

assuming that there is no driving field and that the emitters perform a simple damped

harmonic motion x(j)(t) = x(j)(0)e−iωt−Γt, with ω and Γ the collective oscillation

frequency and decay rate, respectively. Using Eq. (3.10), we can transform Eq. (3.1)

into a transcendental equation for the collective parameters ω and Γ,

[
(Γ + iω)2 + ω2

0

]
x(j)(t) = −µ0q

2

m
(Γ + iω)2

N∑
i=1

x(i)(t)G(r(j), r(i), ω − iΓ). (3.12)

For optical emission it is safe to assume that Γ � ω, i.e., the duration of the

emitted light pulse is much longer than the inverse frequency. BecauseG(r(j), r(i), ω),

is a meromorphic function of Ω in the lower half plane, and because its poles are

determined by the properties of the metal interface and are unrelated to Γ, we can

approximate G(r, r(j), ω − iΓ) by G(r, r(j), ω − iε), where ε > 0 is infinitesimally

small. This reduces the transcendental equation (3.12) to a linear eigenvalue problem[
(iΓ + δ)11− µ0q

2ω0

2m

N∑
i=1

G(r(j), r(i), ω)

]
x(i)(0) = 0, (3.13)

with frequency shift δ ≡ ω0−ω� ω0. The decay parameter Γ and the frequency shift

δ relate to the imaginary and real part of the eigenvalue problem (3.13), respectively.

Generally, Γ characterizes the collective decay rate of the all oscillators.
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3.3.1 Decay rate

It is instructive to first study the decay of a single oscillator x(t) at position r. In

free space the Green’s function takes the form [96]

G(r, r, ω) =
(
G′ + i

ω0

6πc

)
11. (3.14)

The real part G′ is related to the Lamb shift of atomic resonance lines. It is formally

divergent and would need to be renormalized [70]. However, because we are only

interested in the decay rate, we can ignore the line shift and assume it is absorbed

in the definition of the detuning. Because the Lamb shift is much smaller than

the optical resonance frequency this will result in an excellent approximation for the

decay rate. As we are dealing with free space, the matrix in Eq. (3.13) is proportional

to the identity and the corresponding eigenvalue problem is trivially solved and yields

the well-known decay rate of a single oscillator,

Γ0 =
µ0q

2ω0

2m
ImGµµ(r, r, ω0) (3.15)

=
µ0q

2ω2
0

12πmc
. (3.16)

The decay rate near the interface can be derived in a similar way as long as Γ

is much smaller than the optical frequency and varies little for frequency variations

on the order of the Lamb shift. These assumptions should be satisfied as long

as the emitter is not too close to the interface. We remark, however, that these

approximations are not universally valid and fail in the case of photonic band gap

materials [97], for instance. The Green’s function Gµν(r, r, ω) evaluated at a single

point r near the interface is diagonal in Cartesian coordinates (see App. A). We

therefore can use Eq. (3.15) to find the decay rate.
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Figure 3.5: The decay rate of a single oscillator placed within the vicinity of a

thin metal film, at a separation distance of ∆z. the decay rates are given for a

dipole oriented parallel (solid) and perpendicular (dotted) relative to the plane of

the interface.



47

Fig. 3.5 depicts the decay rate of an emitter as a function of the distance ∆z of

the emitter from the metal film as illustrated in Fig. 3.1. It demonstrates that the

decay rate is enhanced (suppressed) if the emitter oscillates perpendicular (parallel)

to the interface, respectively. This can be understood using the concept of mirror

images with each emitter considered as an electric dipole. If a dipole is oriented

perpendicular to the interface, its mirror image is in phase and thus can enhance the

emission of the dipole. On the other hand, dipoles that oscillate in the plane of the

interface have mirror images that are 180◦ out of phase so that the radiation reaction

causes damping of the dipole. Hence, if the mirror images were composed of real

charges these two situations would just correspond to superradiant and subradiant

collective emission of two emitters, respectively.

The energy lost by emitters during the decay is partly used to heat the metal (non-

radiative decay). Another significant part is turned into radiation that couples to

surface plasmons that then propagates into the prism. This radiative coupling is the

reciprocal process of illuminating the metal film at the surface plasmon resonance

angle and exciting an emitter. An excited emitter thus couples radiation into a

narrow solid angle, with a corresponding increase in radiation intensity. Furthermore,

the coupling of an emitter to surface plasmons only occurs in directions in which TM

waves are generated. In Figure 3.6 we show the intensity pattern for an emitter that

is oriented in the x-coordinate direction parallel to the metal film in the x− y plane.

In the y direction, perpendicular to the emitter orientation, TE waves are generated

and a corresponding minimum in the transmitted radiation is detected.

We now turn to the collective decay of N > 1 emitters. In this case there are

3N eigenstate solutions of Eq. (3.13). Fig. 3.7 displays four out of 24 numerically
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Figure 3.6: The intensity profile of an emitter oriented parallel to the interface in the

positive x-coordinate, combined with arrows indicating the electric field direction.

The intensity scales from low (blue) to high (red). The red hues near the equator

are numerical artifacts.
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(a) (b)

(c) (d)

Figure 3.7: Four different collective eigenmodes: (a) superradiant mode, (b) subra-

diant mode, (c) and (d) are suppressed superradiant modes for which all real dipole

moments are in phase but all mirror images are out of phase. Shown is the orien-

tation of the dipole moment for real emitters (above the interface) and their mirror

images (dashed, below the interface).



50

determined eigenmodes for N = 8 which each are examples for a particular collective

behaviour. In free space a state where all emitters oscillate in phase and in the same

direction is superradiant. The presence of the interface breaks the axial symmetry

and oscillations in the plane of the interface are suppressed because the correspond-

ing mirror images trigger subradiant behaviour. Fig. 3.7(a) shows the superradiant

mode where the emitters oscillate in phase along the z-axis. In this case their mir-

ror images are also in phase and enhance the radiation intensity. Fig. 3.7(b) shows

a subradiant mode where the emitted fields of the individual emitters interfere de-

structively. Fig. 3.7(c) and (d) display a very different state which we call suppressed

superradiant states. All oscillators are in phase and in free space it would be a su-

perradiant state. However, the mirror images are out of phase so that the intensity

of the emitted radiation is strongly reduced as compared to the superradiant state.

In Fig. 3.9(a), which will be discussed below, we display the collective decay rate of

these modes as a function of the number of oscillators.

3.3.2 Far-field radiation

A simple way to learn about the dynamics of a collection of emitters is to observe

their emission pattern in the far field. The radiation intensity is determined by the

(time averaged) Poynting vector

S(r, t) =
1

2µ0c
|E(r, t)|2r̂. (3.17)

The electric field of each emitter is determined by Eq. (3.6) and the total field

E(r, t) is the superposition of the individual fields. To evaluate Eq. (3.6) in the far

field we have to compute the radiative Green’s function (2.22) in the far-field limit,
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kr →∞, which can be accomplished using the method of stationary phase described

in Appendix B.

For a source in the region z′ > d and observation of the field at position r in the

region z < 0, the dyadic Green’s function can be approximated as

Gµν(r, r
′, ω) =

i

2π

(
k1

r

z

r

)
eik1re−ik1 sinφ(cos θx′+sin θy′)

× G̃µν(k1 sinφ cos θ, k1 sinφ sin θ, ω; z′), (3.18)

with the unwieldy coefficients G̃µν defined in Eqs. (A.41) - (A.49). A similar ex-

pression can be derived for an observation point in region 3. The direction from

the emitters to the observation point is given by (sinφ cos θ, sinφ sin θ, cosφ). The

radiation profiles are determined from the positive frequency components of the elec-

tric field in the far field. For emitters that are equidistant from the interface, the

Poynting vector can be represented as

|S(r, t)| = µ0ω
4

8π2c

(
kz

r2

)2

|G̃µν(ki sinφ cos θ, ki sinφ sin θ, ω; z′)|2

×

∣∣∣∣∣
N∑
i

e−ik sinφ(cos θx(i)+sin θy(i))e−Γtx(i)

∣∣∣∣∣
2

,

(3.19)

with j = 1, 3 for the observation point in region 1 or 3, respectively.

The last term is the relevant phasing term which determines the N2-gain in inten-

sity that is associated with superradiance. The superradiant decay modes must be in

phase, i.e., k sinφ(cos θx(i) + sin θy(i)) + arg(x
(i)
µ ) = ni2π for each emitter i, then the

sum becomes proportional to N2. In other words, constructive interference between

the emitted radiation of all emitters is one condition for observing superradiance.

The transmitted radiation profile (3.19) for the superradiant state in the plane of

the emitters (θ = 0) is illustrated in Fig. 3.8 for a linear arrangement of 8 emitters
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Figure 3.8: The far-field emission pattern of 8 oscillators in the superradiant mode

at a distance of ∆z = 200nm from the interface (solid) and in free space (dashed).

Shown is the ratio of the radiation intensity S and the maximum intensity S0 pro-

duced by a single emitter in free space. The emitters are placed parallel to the

horizontal axis.
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periodically separated within a distance of λ/2, with λ = 800nm and ω = 2πc/λ. The

dashed curve shows the emission pattern in free space. For perfect superradiance

its maximum intensity (along the horizontal axis) should scale like S = AN2S0,

with S0 is the maximum intensity for a single emitter in free space and with the

superradiance prefactor A = 1 in free space. Because the outermost oscillators are

a distance λ/2 apart so that their emitted fields are out of phase, the N2 scaling is

only roughly fulfilled.

For emitters near the interface (solid curve in Fig. 3.8) surface plasmons lead to

the narrow but extremely large peaks in the lower half of Fig. 3.8 at the plasmon

resonance angle with a width of about 0.01 radian. Emission into the radiative

modes around this peak is superradiant (see below) with A ≈ 240. The value of

A depends on the separation distance of the emitters from the interface and the

Fresnel coefficient T̃TM
3,2 defined in Appendix A. A will decrease exponentially as

the separation distance between emitter and interface increases due to decreased

near field coupling of the emitter to surface plasmon modes. For given dielectric

constants εi and emission wavelength λ there is an optimum film thickness for which

A is maximized. The values used in this paper correspond to an optimum film

thickness of 56nm for λ = 800nm. Hence, the radiation from multiple emitters

transmitted into the surface plasmon resonance angle (the spikes in Fig. 3.8) combines

the enhancement A and the N2 gain of superradiance. For the case N = 8 the peaks

have a maximum of almost 15000 times the maximum intensity S0 for a single emitter

in free space.
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3.3.3 Suppressed superradiance

We conclude this section with a discussion of the main indicators for superradiance

in the superradiant and the suppressed superradiant states. In Fig. 3.9(a) we display

the scaling of the collective decay parameter with the number of oscillators, which is

a measure for how strongly light emitted from one oscillator can drive emission from

another oscillator. Because of the growing size of the arrangement of oscillators,

which varies from 50 nm for N = 2 to 550 nm for N = 12, we expect superradi-

ant phenomena to decrease with N . This is indeed the case for the superradiant

state (circles), but for the suppressed superradiant states collective decay (Γ ∼ N)

(triangles and squares) is preserved.

Interestingly, we observe the opposite situation with respect to the N2 depen-

dence of the peak intensity at the surface plasmon resonance angle, which is shown

in Fig. 3.9(b). For the superradiant state the peak intensity can well be described by

S ≈ AN2S0, indicating constructive interference of the emitted radiation despite the

growing size of the sample. For the suppressed superradiant states the ability to con-

structively interfere depends on the dipole orientation: the N2 scaling is significantly

affected only if the dipoles are aligned as in Fig. 3.7(c).

Clearly the two suppressed superradiant states fulfill the criteria for superradiance

as well, or better, than the superradiant state itself. We use the notion “suppressed”

to characterize their behaviour because their decay rate is reduced by a factor of 6

and their peak intensity by a factor of 25 as compared to the superradiant state.

We can understand suppressed superradiant behavior by considering each dipole

and its mirror image as one entity. The dipole moment of this entity vanishes, but
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(a) (b)

Figure 3.9: (a) Scaling of the collective decay rate with the number N of oscillators.

Circles correspond to the superradiant mode, squares and triangles to the suppressed

superradiant modes displayed in Fig. 3.7 (c) and (d), respectively, and diamonds

to the subradiant mode displayed in Fig. 3.7 (b). The distance between adjacent

oscillators is 50 nm. Each oscillator is a distance ∆z = 100nm away from the

interface. In (b) the scaling of the maximum intensity of the peak at the surface

plasmon resonance angle with the number N of oscillators. In the superradiant case

the results are reduced by a factor of 10 for presentational purposes.

it can emit (a weaker) quadrupole radiation. Because all N quadrupoles are in

phase their emitted fields interfere constructively and the intensity scales like N2.

Furthermore, similar to how a neighbouring dipole in phase can increase the decay

rate, a quadrupole can drive the neighbour when in phase. Hence, the suppressed

superradiant state can be considered a superradiant state for quadrupoles.

The different behaviour of the states of Fig. 3.7 can be understood by considering

the mirror images as real charges. For suppressed superradiant states the spatial size

of each quadrupole, 2∆z = 200nm, is larger than the distance ∆x = 50nm between
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adjacent quadrupoles. Hence, they interact with their respective near field so that

cooperative decay can still grow like N . On the other hand, for the superradiant

state each dipole interacts with the far field of other dipoles so that the deviation

from the linear scaling with N is more pronounced, albeit the overall interaction

energy is much larger.

The N2 scaling of the peak intensity can be understood by taking into account

that the maximum peak appears at the surface plasmon resonance angle, i.e., in a

direction that is different from the axis along which the oscillators are aligned. Gen-

erally, surface plasmons can only be generated in the direction of the polarization of

the emitted radiation because it is the latter’s electric field that generates electron

density oscillations. For the suppressed superradiant state 3.7(c) there are significant

deviations from the N2 law because the dipoles oscillate in the plane of the interface

parallel to the x-axis. This means that most radiation is emitted into a surface plas-

mon mode that propagates in the x-direction, but in this direction phase variations

have a very pronounced effect. For the suppressed superradiant state 3.7(d), as for

the superradiant state, most radiation is emitted into a plasmon that propagates in

the y-direction, i.e., parallel to the alignment of emitters. Therefore their emitted

radiation fields can still constructively interfere.

3.4 Summary

In this paper we give a detailed account of how super- and sub-radiant emission by

oscillating dipoles is affected by surface plasmons. It was shown that the interface

generates an indirect coupling between the emitters through light that is reflected by
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the interface. In the superradiant mode the peak intensity of the emitted radiation is

two orders of magnitude larger than a similar arrangement of emitters in free-space.

The decay rate of the system is increased by the presence of mirror dipoles at the

interface. Applying a driving field to the emitters can induce super- and sub-radiant

emitter modes by a suitable choice of frequency.

The collective decay eigenmodes of initially excited oscillators showed that cer-

tain modes, which naively would be expected to behave in a sub-radiant fashion,

are actually superradiant modes, albeit with a strongly suppressed overall intensity.

These suppressed superradiant modes are also a consequence of the additional cou-

pling between oscillators that is generated by the interface. An intuitive picture

explains this effect as superradiance of quadrupole radiation.



Chapter 4

Quantum Theory of Atom Field Coupling Near

Absorbing Dielectrics

To develop a full quantum theory of light-atom interactions in the presence of surface

plasmons, both the atom and electromagnetic field need to be quantized. Because

surface plasmons require an absorbing and dispersive medium, theoretical predictions

will be inaccurate if losses are not appropriately accounted for. When a photon is

absorbed into a lossy medium, additional noise is generated. To account for this

noise, the electromagnetic field operators must contain information about the losses.

In this chapter, we first review a Green’s function approach to the quantization

of the electromagnetic field in Sec. 4.1, where the usual creation operators of the

field are coupled to the medium to create a new bosonic field operator. In Sec. 4.2

we then derive the equations of motion for the new field operators interacting with

an atom, which is modeled as a quantized harmonic oscillator.

4.1 Field quantization

To describe the quantization of the radiation field in the presence of absorbing di-

electrics, we use a Green’s function method [96, 88]. The losses appear in the Maxwell

equations as a coupling of the electromagnetic field to phenomenological noise cur-

rents. These noise currents are related to the canonical variables that are used to

describe the field dynamics. We begin with Maxwell’s equations in operator form

58
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and frequency domain,

∇ · B̂(r, ω) = 0, (4.1)

∇× Ê(r, ω) = iωB̂(r, ω), (4.2)

∇× B̂(r, ω) = −i ω
c2
ε(r, ω)Ê(r, ω) + µ0ĵ(r, ω), (4.3)

∇ ·
(
ε0ε(r, ω)Ê(r, ω)

)
= ρ̂(r, ω), (4.4)

where the dielectric permittivity is a complex function of position and frequency given

by ε(r, ω) = ε′(r, ω)+iε′′(r, ω). As a result of the analytical properties of the electric

field and the fluctuation-dissiptation theorem, the real and complex parts are related

by the Kramers-Kronig relations to ensure causality [98]. The (positive-frequency

part of the) electric field operator Ê(r, ω) is determined from the inhomogeneous

wave equation (
−ω

2

c2
ε(r, ω) +∇×∇×

)
Ê(r, ω) = iωµ0ĵ(r, ω). (4.5)

The solution can be expressed in terms of the retarded dyadic Green’s function

G(r, r′, ω) given by Eq. (3.4)

The Green’s function then describes the retarded coupling between the noise cur-

rent operator and the electromagnetic field. Solving the Green’s function is essen-

tially a classical problem. We use the same Kretschmann configuration of dielectrics

as in Chapter 3, where the Green’s function details are contained in Appendix A

[99].

Once the Green’s function is known, all propagation modes for electromagnetic

radiation are accounted for, and the frequency component of the electric field oper-
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ator is expressed as

Ê(r, ω) = iωµ0

∫
d3r′G(r, r′, ω)ĵ(r′ω), (4.6)

and the magnetic induction as

B̂(r, ω) = (iω)−1∇× Ê(r, ω). (4.7)

The dynamic variables in this quantization method are bosonic field operators f̂ ,

which are related to the noise current term ĵ through

ĵ(r, ω) = ω

√
~ε0
π
ε′′(r, ω)f̂(r, ω). (4.8)

The field operators are given as

Ê(r) =

∫ ∞
0

dωÊ(r, ω) + H. c. (4.9)

B̂(r) =

∫ ∞
0

dωB̂(r, ω) + H. c. (4.10)

The Hamiltonian of the coupled electromagnetic field is

ĤEM =

∫
d3r

∫ ∞
0

dω~ωf̂ †(r, ω)f̂(r, ω), (4.11)

and can be used to derive Maxwell’s equations from the Heisenberg equations of

motion. The field operators obey the commutation relations

[
f̂(r, ω), f̂ †(r′, ω′)

]
= δ(r − r′)δ(ω − ω′)11, (4.12)[

f̂ (†)(r, ω), f̂ (†)(r′, ω′)
]

= 0. (4.13)

Using the field variables f to describe the quantization guarantees that all equal-time

commutation relations are preserved for absorbing media.
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A useful and important result derived from Eq. (3.4) is the integral relation∫
d3x

ω2

c2
ε′′(r′, ω)G(r,x, ω)G∗(x, r′, ω) = ImG(r, r′, ω), (4.14)

which frequently appears in commutators involving the electromagnetic field opera-

tors.

4.1.1 Commutation relations and vacuum correlations

The equal time commutation relations for the electric field and magnetic induction

can be shown to give the free space commutation relations [100],[
Êi(r), Êj(r

′)
]

= 0 =
[
B̂i(r), B̂j(r

′)
]

(4.15)[
Êi(r), B̂j(r

′)
]

= −i ~
ε0

εjkl∂kδ(r − r′), (4.16)

by using Eq. (4.6) and Eqs. (4.7). The general expression for commutation relation

between Ê(r) and B̂(r) after using Eq. (4.14) gives[
Êi(r), B̂j(r

′)
]

=
~
πε0

εjkl∂k

∫ ∞
−∞

dω
ω

c2
Gil(r, r

′, ω). (4.17)

The effect of the physical environment on vacuum noise is given by the correlation

function

〈0|Êi(r, ω)Ê†i (r
′, ω′)|0〉 = 〈0|

[
Êi(r, ω), Ê†i (r

′, ω′)
]
|0〉

=
~
πε0

(ω
c

)2

ImGii(r, r
′, ω)δ(ω − ω′). (4.18)

Equation (4.18) relates the vacuum fluctuations of the electromagnetic field to the

imaginary part of the Green’s function. Because the Green’s function describes how

fields of a given frequency ω are distributed, the Green’s function and hence the

vacuum fluctuations are related to the density of states [101]. Furthermore, the

statistical fluctuations are related to the dielectric constant ε(r, ω) of the medium.
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4.2 Light interactions with a quantum oscillator

The quantization of the electromagnetic field in Sec. (4.1) leads to a description of

light coupled to an absorbing medium. To describe the evolution of individual atoms

in the presence of the medium assisted electromagnetic field, we need to describe the

atom-light interaction. In this thesis, the atoms are modeled as harmonic oscillators

where oscillating electrons are bound by a heavier positively charged nucleus. For

a stationary nucleus, the non-relativistic Hamiltonian for an oscillating electron of

charge qcharge and mass m is given as

ĤA =
p̂2

2m
+

1

2
mω0x̂

2, (4.19)

where p̂ and x̂ are the canonical momentum and coordinate operators respectively,

with an oscillation frequency of ω0. Defining the harmonic oscillator annihilation

operator as b̂, the position and momentum operator in the annihilation operator

basis are then given by

x̂ =

√
~

2mω0

(
b̂† + b̂

)
, (4.20)

p̂ = i

√
~mω0

2

(
b̂† − b̂

)
. (4.21)

The emitter’s Hamiltonian is then expressed as

ĤA = ~ω0b̂
†b̂, (4.22)

with energy eigenvalues En = n~ω0.

Provided that the radiation wavelength is much larger than the electron displace-

ment from the nucleus, such that light cannot distinguish the individual charges, the
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atom-light interaction can be described using electric dipole coupling. The atomic

dipole operator is given by

d̂ = qchargex̂ê, (4.23)

where ê is the oscillation direction of the electron. The coupling of the emitter to the

medium-assisted field in the electric dipole approximation produces an interaction

term

Ĥint = d̂ · Ê(rA). (4.24)

The corresponding total Hamiltonian of the atom-light system takes the form

Ĥ = ĤEM + ĤA + Ĥint, (4.25)

Applying the rotating wave approximation results in the Hamiltonian

H̄ =

∫
d3r

∫ ∞
0

dω ~ωf̂ †(r, ω) · f̂(r, ω) + ~ω0b
†b− ~g

(
b̂†ê · Ê(rA) + ê · Ê†(rA)b̂

)
,

(4.26)

where

g ≡ qcharge

~

√
~

2mω0

(4.27)

is the coupling constant between field and emitter.

4.2.1 Heisenberg equations of motion

The operators of the atom-field system evolve dynamically according to the Heisen-

berg equations of motion

i~∂tÔ =
[
Ô, Ĥ

]
. (4.28)



64

The equation of motion for the bosonic field operators, upon using the commutation

relation Eq. (4.12) and the Hamiltonian Eq. (4.26) , are found to be

∂tf̂(r, ω, t) = −iωf̂(r, ω, t) + ig
[
f̂(r, ω), Ê†(rA) · e

]
b̂ (4.29)

and likewise for the harmonic oscillator

∂tb̂ = −iω0b̂+ ige · Ê(rA, t). (4.30)

The two equations of motion Eq. (4.30) and (4.29) are coupled first-order differen-

tial equations that fully describe light interactions with an emitter near an absorbing

dielectric. Due to the non-diagonal elements of the Green’s function, separating and

fully solving the two equations can be difficult. The system dynamics for an initially

excited atom has been solved using the Markov approximation [96]. In this thesis,

we wish to describe a system involving an initial photon pulse.

We will use a Laplace transformation to algebraically separate the first-order

differential equations. After this transformation the equations of motion take the

form

f̂(r, ω, s) =
1

s+ iω

(
f̂(r, ω) + ig

[
f̂(r, ω), Ê†(rA) · e

]
b̂(s)

)
, (4.31)

b̂(s) =
1

s+ iω0

(
b̂0 + ige · Ê(rA, s)

)
, (4.32)

where the operators taken at t = 0, f̂(r, ω) and b̂0, are the usual Schrödinger oper-

ators. By using Eq. (4.6), the commutator in Eq. (4.31) becomes[
f̂i(r, ω), Ê†(rA) · e

]
= −i

√
~πε0

∫ ∞
0

dω′
∫
d3r′

√
ε′′(r′, ω′)

ω′2

c2
G∗jk(rA, r

′, ω′)

×
[
f̂i(r, ω), f̂ †k(r′, ω′)

]
ej (4.33)

= −i
√

~
πε0

√
ε′′(r, ω)

ω2

c2
G∗ij(r, rA, ω

′)ej. (4.34)
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Inserting Eq. (4.32) into Eq. (4.7) and using the integral relation (4.14) gives an

electric field operator of the form

Ê(r, s) = Êfree(r, s) + iM (r, s)b̂(s). (4.35)

Êfree(r, s) =

∫ ∞
0

dω

s+ iω
Ê(r, ω) (4.36)

M (r, s) ≡ ~g
πε0

∫ ∞
0

dω

s+ iω

ω2

c2
ImG(r, rA, ω) · ê. (4.37)

The equation of motion for b̂(t) is coupled to the electric field at the position of

the oscillator rA. Consequently, the oscillator solution is found to be

b̂(s) =
b̂0 + igê · Êfree(rA, s)

s+ iω0 + gê ·M(rA, s)
, (4.38)

The explicit expression electric field is then found from Eq. (4.35) by inserting the

oscillator solution Eq. (4.38),

Êi(r, s) = Êfree,i(r, s) + iM(r, s)
b̂0 + igê · Êfree(rA, s)

s+ iω0 + gê ·M (rA, s)
(4.39)

The first term in the expression describes the free evolution of the radiation field,

while the second term consists of radiation emitted from an excited oscillator and free

field radiation scattered from the oscillator. To further simplify these expressions, the

dynamics of an emitting source, specifically the spontaneous emission of radiation,

is considered.

4.2.2 Decay rate and the Lamb Shift

The spontaneous decay rate and frequency shift of a classical emitter are related

to the radiative Green’s function. By assuming that the excited state amplitude

of emitter decays exponentially, the lowest order perturbation is calculated by using
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the Wigner-Weisskopf approximation[102]. The explicit expressions of the Lamb shift

and decay rate for a quantum oscillator are determined from the Wigner-Weisskopf

approximation by replacing M (rA, s) with M (rA,−iω0). Defining two real param-

eters Γij(r, s) and ∆ij(r, s) through

Γij(r, s) + i∆ij(r, s) ≡
g2~
πε0

∫ ∞
0

dω

s+ iω

ω2

c2
ImGij(r, rA, ω), (4.40)

we can reduce the solution to

b̂ =
1

s+ iω′0 + γ

(
b̂0 + igê · Êfree(rA, s)

)
(4.41)

Êi(r, s) = Êi,free(r, s) +
i

g
(Γij(r, s) + i∆ij(r, s))êj b̂(s). (4.42)

In these expressions, we have introduced the spontaneous emission rate and the Lamb

shift of the oscillator’s resonance frequency

∆ωL = ω′0 − ω0 = g2 ~
πε0

Im

[∫ ∞
0

dω

i(ω − ω0)
e · ImG(rA, rA, ω) · e

]
(4.43)

γ = g2 ~
πε0

Re

[∫ ∞
0

dω

i(ω − ω0)
e · ImG(rA, rA, ω) · e

]
(4.44)

for a single oscillator in an arbitrary dielectric. For an oscillator in the presence of

a planar interface oriented along the z-axis, it corresponds to the real part of the

zz-component of Eq. (4.40). The Lamb shift is formally divergent, so that the theory

needs to be renormalized.

For a homogenous lossless dielectric only the electromagnetic field is transverse

and only the transverse part of G needs to be considered. By using the relation

Eq. (A.9), the well known expression for the spontaneous rate is recovered,

γ =
~g2ω3

0

6πε0c3
n (4.45)

where n is the index of refraction.
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4.2.3 Lamb shift: Renormalized interaction with a quantum oscillator

To avoid problems with infinite terms, we need to renormalize the system by con-

sidering a harmonic oscillator of finite size. This can be done by smearing out the

electric field in the interaction part of the Hamiltonian in Eq. (4.24), by replacing

the electric field operator with

Ê(r) =

∫
d3xS(x)Ê(r − x), (4.46)

where S(x) is a smearing function that is a real test function, centred on the origin,

with a width typically equated to the size of a real atom.

The most significant change in introducing the smearing function appears in the

vector M (r, s), which we introduced in the calculation of spontaneous emission rate

and Lamb shift. In the smeared out-case it is replaced by

M(rA, s) ≡
~g
πε0

∫ ∞
0

dω

s+ iω

ω2

c2
ek

∫
d3x d3x′ S(x)S(x′) ImG(rA − x, rA − x′, ω).

(4.47)

Applying the Wigner-Weisskopf approximation to the dynamics of a harmonic

oscillator, the quantityM(rA,−iω0 + iε) allows the introduction of the decay rate

and Lamb shift by

γ + i∆ωLamb =gê ·M(rA,−iω0 + iε) (4.48)

=
~g2

ε0

ω2
0

c2

(∫
d3xd3x′S(x)S(x′) ê · ImG(rA − x, rA − x′, ω0) · ê

− i

π

∫ ∞
0

dω
P

ω − ω0

∫
d3xd3x′S(x)S(x′)

× ê · ImG(rA − x, rA − x′, ω) · ê

)
. (4.49)
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The divergent terms in the Green’s function occur in its real part, which contains

contributions from non-reflected radiation and from radiation that is reflected by the

interface. The latter contribution is dominant for distances less than 20 nm. Because

the real part of the Green’s function arises from the evaluation of the principal

value in the second term in Eq. (4.49), for a lossless and homogeneous medium the

contributing divergent term is expressed using Eq. (A.12),

I(r) ≡
∫
d3xd3x′S(x)S(x′)ImG(r − x, rA − x′, ω)

=
π

2q(ω)

∫
d3k eik·(r−rA)

(
11− k ⊗ k

k2

)
δ(k − q(ω))S(k)S(−k). (4.50)

If the smearing function is isotropic, S(x) = S(|x|) and S(k) = S(k), this expression

reduces to

I(rA) =
4π2q

3
|S(q)|211. (4.51)

Hence, from Eq. (4.48) the Lamb shift takes the finite value

∆ωLamb =− 4π

3

~g2

ε0

∫ ∞
0

dω q(ω)|S(q(ω))|2 P
ω − ω0

ω2

c2
. (4.52)

The main effect of smearing out the interaction therefore amount to introducing

the factor |S(q(ω))|2 in the above integral. Without this factor, the integral would

diverge for large values of ω. However, a smooth smearing function with a finite width

(e.g., a Gaussian) has a Fourier transform that obeys |S(q(ω))| → 0 for ω → ∞.

The smearing procedure is therefore equivalent to a smooth cut-off of the integral in

frequency space.

As an example, we now consider a double Lorentzian smearing function S(x) =

w/(π2(r2 + w2)2), which has the Fourier transform

S(k) =
e−kw

(2π)3/2
. (4.53)
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For optical resonance frequencies we have k ∼ 107m−1. The cutoff should be around

the size of an atom, so w ∼ 10−10 m. Consequently, |S(q(ω))|2 ≈ (2π)−3/2. The factor

(2π)−3/2 is simply a consequence of the Fourier transformation and should be the

same for any smearing function S. Furthermore, all meaningful smearing functions

should have a value that approaches (2π)−3/2 for optical frequencies because the

smearing should not be noticeable on scales of the resonance wavelength.

To evaluate Eq. (4.52), the integral is separated into three pieces based on the

Lamb shifted frequencies ω′0. The integral has the structure

∆ωLamb ∝
∫ ∞

0

dω h(ω)
P

ω − ω0

. (4.54)

In a narrow interval I2 = [ω′0−Ω, ω′0+Ω], with γ � Ω� ω′0, the contribution vanishes

due to the principal value. Below this interval, in I1 = [0, ω′0−Ω], we can approximate

the denominator by −ω′0. Above the resonant region, in I3 = [ω′0 + Ω,∞], we can

approximate the denominator by ω. Furthermore, we can set |S(q)|2 ≈ (2π)−3/2 in

I1. The integral then becomes

∆ωLamb ≈
γ

4π

ω′30
ω3

0

− 8π2γ

ω3
0

∫ ∞
ω′0

dω ω2|S(q(ω))|2 . (4.55)

The Lamb shift can then be calculated exactly,

∆ωLamb =
γ

πξ3

ω′30
ω3

0

(e−ξξ3Ei(ξ)− ξ2 − ξ − 2) (4.56)

ξ ≡ 2nwω′0
c

. (4.57)

4.3 Summary

We have developed a theoretical basis for studying the dynamics of quantum har-

monic oscillators affected by a lossy and dispersive medium. The developed method
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is general and applies to any configuration of dielectrics. In the following chapter,

we apply it to study the excitation of a single quantum oscillator by a single photon.



Chapter 5

Single Photon Excitation

In this chapter, we investigate whether SPs can be used to excite atoms in the vicin-

ity of a metal film via a single-photon pulse. Optimizing the single-photon excitation

probability Pe is important for applications in quantum information. However, exci-

tation by a single photon is also relevant for other applications such as beating the

diffraction limit [84, 85, 86] because of its relation to time reversal.

To shed light on this relation we consider optimal excitation of an atom in free

space. Stobińska et al. [83] suggested that the time reversal of a spontaneously

emitted photon would be the perfect pulse shape for this problem. Spontaneous

emission, i.e., the emission of a single photon by an initially excited atom, is a unitary

process if both atomic and radiative degrees of freedom are taken into account.

Therefore, the perfect time reversal of a spontaneously emitted photon pulse would

excite the atom with certainty.

In free space, a time-reversed spontaneously emitted pulse covers the full solid

angle, a geometry that is difficult to produce. Furthermore, confining light to a small

volume is advantageous for both sub-wavelength resolution and optimal excitation.

If an atom is placed in the vicinity of a metal surface, the generation of SP during the

excitation process concentrates the photon pulse near the metal surface. In addition,

light emanating from a point near the surface will be predominantly emitted into

a narrow cone θsp (see Sec. 3.3.2). A time-reversed spontaneously emitted photon

pulse would therefore have a conical, rather than spherical, geometry.
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a)

b)

Figure 5.1: a) Sketch of proposed experiment: a single-photon pulse passes through

a ring shaped mirror and a prism that sits on a thin metal film. The photon excites

an atom on the other side of the film. See Sec. 5.1 for more details. b) Cross section of

prism (ε1), metal film (ε2), and vacuum (ε0), with the atom at a height ∆z above the

metal film. The time-reversed spontaneously emitted light pulse arrives at the metal

film from below. It has a conical spatial profile, exponentially increasing temporal

shape, and enters at the surface plasmon resonance angle θsp.
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To study SP-assisted single-photon excitation, we consider the specific experi-

mental setup depicted in Fig. 5.1, which is described in Sec. 5.1. In Sec. 5.2, a

simplified method is proposed to construct single-photon creation operators in the

presence of lossy dielectrics. This method is employed in Sec. 5.3 to find the atomic

excitation probability. In Sec. 5.4, we present our main results and analyze how

losses in the metal film affect the excitation probability.

5.1 Outline of the proposed experiment

We again consider a prism with dielectric constant ε1 = n2
1 = 1.512 and a metal

film of thickness d = 44 nm with dielectric constant ε2 = −23.0 + 1.99i. For these

parameters the SP resonance angle takes the value θsp ≈ 137.3◦, which is inside the

range of total-reflection and close to the total reflection angle of 138.5◦.

To excite the atom with a time-reversed spontaneously emitted single-photon

pulse, we first need to discuss the form of an ordinary spontaneously emitted pulse

in the presence of SPs. We focus on atoms that are polarized along the z-direction

because they emit TM-polarized light. The radiation intensity then has a dipole

characteristic, i.e., it is modulated with a factor of sin2 φ, where φ is the azimuthal

angle in spherical coordinates. In free space, the radiation is symmetric under in-

version of the z-direction, but the generation of SPs breaks this symmetry. For an

atom located in the region above the metal film in Fig. 5.1b), most of the radiation is

emitted into a narrow cone around the SP resonance angle θsp (see Sec. 3.3.2). The

temporal shape of the pulse is a decaying exponential, corresponding to the decrease

of atomic excitation over time.
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In the proposed experiment, we suggest to use the time-reversal of this pulse to

excite the atom. Because most of the radiation is emitted into a narrow cone around

θsp, we can restrict the time-reversed pulse to this cone, which considerably simplifies

the geometry for optimal excitation. A sketch of the setup is shown in Fig. 5.1a).

A single-photon pulse with a dipolar (sin2 φ) intensity distribution is incident on a

conical mirror, which reflects the pulse towards a ring shaped mirror. The latter

converts the pulse into a conical mode that enters the prism with a narrow angular

width δθ around the SP resonance angle θsp. The pulse then passes through the

metal film and excites an atom on the other side of the film.

5.2 Theoretical model

Because a single photon can only trigger a single excitation process in an atom or

molecule, the details of the atom are not relevant as long as the photon is nearly

resonant with one (dipole-allowed) atomic transition and off-resonant processes can

be neglected. We then can model the atom by a quantum harmonic oscillator and

utilize the theory we developed in Chapter 4.

To describe a time-reversed spontaneously emitted single-photon pulse, we first

have to solve the problem of spontaneous emission in the presence of SPs. This

has recently been accomplished by Archambault et al. [103], who also addressed

a point of considerable practical relevance. The formalism presented in Refs. [96,

88] requires that the dielectric permittivity obeys the Kramers-Kronig relations,

which in particular demands that the permittivity converges to unity as |ω| → ∞.

This makes it necessary to consider frequency-dependent permittivities which are
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analytical functions of ω. However, for pulses with narrow frequency width it appears

unduly complicated to require knowledge of the permittivity for all frequencies.

In Ref. [103], the problem of frequency dependent permittivities was overcome

using an expansion in momentum space. Here, we suggest a more general solution to

the problem, which may help to simplify the application of the theory of Refs. [96, 88].

We propose to introduce a mode annihilation operator â, which annihilates a photon

in a specific field mode E(r).

The initial state of a photon with this field mode can then be expressed as |ψ〉 =

â†|vac〉. For a general single-photon state |ψ〉, the field mode corresponds to the

vacuum field amplitude

E(r) = 〈vac|Ê(r)|ψ〉. (5.1)

We have found that the field mode and the annihilation operator are connected

through the following relation,

â =
2ε0ε∞
~

∫
d3r

∫ ∞
0

dω

ω
E∗(r) · Ê(r, ω), (5.2)

with ε∞ ≡ lim|ω|→∞ ε(r, ω). The proof is as follows. Using the commutator from

Eq. (4.18), it is easy to see that the electric field amplitude in a single-photon state

â†|vac〉 is given by

〈vac|Êi(r)â†|vac〉 =
[
Êi(r), â†

]
=

2ε∞
π

∫
d3r′ Ej(r′)

∫ ∞
0

dω
ω

c2
ImGij(r, r

′, ω) . (5.3)

The integral over the Green’s function can be evaluated using∫ ∞
0

dω
ω

c2
ImGik(r, r

′, ω) =
1

2ic2

∫ ∞
−∞

dω ωGik(r, r
′, ω)

=
π

2ε∞
δikδ(r − r′). (5.4)
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A very similar relation is given by Eq. (B 13) of Ref. [96] for ε∞ = 1. It can be derived

using the residue theorem by employing that the Green’s function is holomorphic in

the upper half plane and

lim
|ω|→∞

q2(r, ω)Gik(r, r
′, ω) = −δikδ(r − r′) , (5.5)

with q(r, ω) =
√
ε(r, ω)ω/c (see Eq. (A 30) of Ref. [96]). The electric field amplitude

in a single-photon state thus becomes

〈vac|Êi(r)a†|vac〉 =

∫
d3x Ek(x) δikδ(r − x)

= E i(r). (5.6)

which verifies Eq. (5.2).

To ensure that the mode annihilation operator obeys the usual commutation

relation [â, â†] = 1, we use Eqs. (5.2) and (4.18) to arrive at the normalization

condition

1 =
4ε0ε

2
∞

~πc2

∫
d3r

∫
d3r′ E∗i (r)Ej(r′)

∫ ∞
0

dω ImGij(r, r
′, ω) . (5.7)

In a lossless homogeneous medium, this can be simplified to

1 =
2ε0ε

2
∞

~c2

∫
d3k |E(k)|2vgr(k)

k
, (5.8)

where vgr(k) is the group velocity of light.

Obviously, if the Kramers-Kronig relations hold, ε∞ = 1. However, if the fre-

quency width of the light pulse is so narrow that we can consider ε to be constant

over the frequency range of the pulse, the dielectric medium can be modelled using

a constant permittivity, such that ε∞ = ε 6= 1. While this procedure is not ex-

act, it should give an excellent approximation for near-resonant pulses interacting
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with atoms. For off-resonant phenomena, where a wide range of frequencies can

contribute, the full formalism of QED in absorbing dielectrics needs to be employed.

5.3 Excitation by a time-reversed spontaneously emitted pulse

Our goal is to find the probability Pe(t) for the harmonic oscillator to be excited

by an incoming single-photon pulse in the configuration outlined in Sec. 5.1. The

optimal mode of the single-photon pulse should correspond to the time-reversal of a

spontaneously emitted photon.

Spontaneous emission in the presence of absorbing dielectrics has been studied in

Refs. [104, 105, 106, 107, 108, 109]. We reconsider this problem in App. C to obtain

the emitted field amplitude in the presence of SPs, which is given by Eq. (C.7).

However, the actual time-reversal of this pulse is inconvenient to work with and may

be difficult to prepare in an experiment. We therefore consider the following ansatz

for the initial field amplitude in momentum space,

E(k) =

(
e− ke · k

k2

)
A (5.9)

A = N eiωktE−ik·rE

−i(ω′0 − ωk) + γE
h(θ), (5.10)

which provides an excellent approximation to the exact cone (see below). The phys-

ical interpretation of the field E(k) is as follows. The term in parentheses ensures

that the electric field is transverse and generates the same intensity distribution as

an electric dipole oriented along the unit vector e. For a dipole orientation e along

the z-axis, the radiation is transverse magnetic with respect to the interface, so that

radiation can couple into SP modes.
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The amplitude A of the pulse contains a Lorentzian factor of width γE , centered

around the (Lamb-shifted) oscillator’s resonance frequency ω′0, with ωk = kc/n1. In

position space, this Lorentzian generates an amplitude that increases exponentially

with the distance from the origin. The exponential exp (iωktE − ik · rE) ensures

that the pulse is incoming. In free space, its focal point would be given by rE ,

but in the presence of the interface the actual focal point is at a different position.

Nevertheless, the parameter rE can be used to optimize Pe. The exponential factor

containing tE � γ−1 cuts the field off at a distance r = ctE/n1. The time tE can be

interpreted as the time at which the spontaneously decaying pulse is inverted, and

produces a field amplitude as drawn on the lower cone in Fig. 5.1b). The function

h(θ) = e−
(θ−θsp)2

δθ2 (5.11)

is a Gaussian envelope for the inclination angle θ = cos−1(kz/k), which confines

the pulse to a narrow cone of width δθ around the SP resonance angle θsp. The

confinement mimics the effect of the Fresnel coefficients, which are contained in

the Green’s function in Eq. (C.7). Finally, the normalization factor N makes sure

that the field amplitude satisfies the normalization condition (5.8). It needs to be

evaluated numerically.

For a given single-photon amplitude, the excitation probability can be found

by solving the equations of motions and calculating the probability Pe(t) to find

the oscillator in the first excited state. In the Heisenberg picture, this dynamical

problem is very similar to that of spontaneous emission. The only difference is the

initial state, which can be written as |ψ0〉 = â†|vac〉 ⊗ |0〉, with â of Eq. (5.2) and

the field amplitude of Eq. (5.9). The solution of the dynamical problem is presented
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in App. D. The resulting excitation probability can be expressed as

Pe(t) =
∣∣∣[b̂(t) , â†]∣∣∣2 , (5.12)

where the commutator in the presence of the interface is given by

[b̂(t) , â†] =

√
2

π

n4
1

c4

∫ π

0

dθ cos θ sin3 θ

∫ ∞
0

dω
ω3e−iωt

ω − ω′0 + iγ

× 2gA β2 ε1ε2 e
i(β2d−β3(d−zA))

e2iβ2d(β2ε1−β1ε2)(β2ε3−β3ε2)−(β2ε1+β1ε2)(β3ε2+β2ε3)
. (5.13)

In this expression, βi =
√
εiω2/c2 − ~k2

‖. The spontaneous emission rate γ of the

oscillator in the presence of the interface is given by Eq. (4.44). In the following

section, we will analyze this result for specific situations.

5.4 Results

The excitation probability Pe(t) of Eq. (5.12) is maximized for t = tE , when the

incoming pulse corresponds to a completely reversed spontaneous decay. We will

focus on this case, but we have numerically verified that the excitation probability

decreases if t 6= tE .

In a lossless homogenous dielectric the dynamics of the oscillator-radiation system

is unitary. We then should have Pe ≈ 1 for an inverted decay, which provides a test

of ansatz (5.9). This situation can be modeled by setting all dielectric constants εi

equal to ε1 in Eq. (5.13). The resulting excitation probability is shown in Fig. 5.2

and demonstrates that Pe approaches unity for δθ → ∞ in Eq. (5.11). This limit

describes the situation when the restriction of the pulse to a narrow cone is removed.

In the opposite limit of very narrow pulse width, Pe approaches zero because of
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Figure 5.2: Excitation probability (5.12) in a lossless homogeneous dielectric. The

incoming single-photon pulse (5.9) has the structure of an electric dipole field, which

is confined to a cone of width δθ around the inclination angle θ = π/2.

the mode mismatch between the cone-like single-photon pulse and the actual time-

inversion of a spontaneously emitted photon pulse in a homogeneous medium. To

avoid misunderstandings, we emphasize that the energy contained in the pulse does

not depend on δθ, because the single-photon pulse is always normalized according

to Eq. (5.8).

For the Kretschmann configuration described in Sec. 5.1, the excitation profile

has a very different character. Because the SP resonance angle is only 1.2◦ away

from the total reflection angle, only a very narrow cone of width δθ = 0.17◦ can be

used to excite the oscillator. Because this cone has a large overlap with the time-

inverted mode of a spontaneously emitted photon, one would expect high excitation



81

probabilities Pe. However, this argument ignores losses in the metal film, which lead

to a significant reduction of Pe.

To isolate the effect of losses, we first disregard the variation of the oscillator’s

spontaneous emission rate near the interface by replacing γ in Eq. (5.13) by the

free-space decay rate γ0. The resulting excitation probability is shown in Fig. 5.3

a) as a function of the pulse frequency width γE and the distance ∆zA between the

oscillator and the metal film. Not surprisingly, the excitation probability is largest

for γE = γ0. The excitation probability decreases exponentially with the distance

∆zA because of the evanescent nature of the electromagnetic field generated by SPs.

Fig. 5.3 a) suggests that, if γ was equal to γ0, excitation probabilities close to

70% would be possible for atoms close to the interface. On the other hand, the

amount of energy that is emitted into the cone around the SP resonance angle when

an atom decays is also about 70% of the total emitted energy. Hence, the result

Pe < 0.7 reflects the fact (i) the pulse amplitude (5.9) is a very good approximation

for the conical part of the time-inversion of spontaneously emitted light, and (ii) the

excitation probability cannot be close to unity because the cone only contains 70%

of the emitted radiation.

Losses in the metal film lead to a further reduction of the excitation probability.

Fig. 5.3 b) displays Pe when the variation of γ with the distance ∆zA is taken into

account. Figs. 5.3 a) and b) display similar values for Pe only in regions where

γ ≈ γ0, i.e., for ∆zA > 300 nm. For smaller distances, the increasing spontaneous

emission rate suppresses the excitation rate, even when the pulse’s frequency width

is held at the optimal value γE = γ. The maximal excitation probability of 35% is

achieved for γE = γ at a distance ∆zA ≈ 250 nm.
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a)

b)

Figure 5.3: Excitation probability Pe of a harmonic oscillator as a function of its

distance ∆zA from the metal film and of the frequency width γE of the incoming

single-photon pulse. a) Pe for the case when the oscillator’s decay rate is kept at the

free-space decay rate γ0. b) The variation of the oscillator’s decay rate γ(∆zA) with

the distance is taken into account. The solid line on the front displays the value of

0.1γ(∆zA)/γ0. The factor of 0.1 has been included for presentational purposes only.
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The physical origin of the increasing decay rate is non-radiative decay into modes

other than SPs. It has been shown in Ref. [109] that the decay rate of an atom

near a (semi-infinite) absorbing dielectric is proportional to ε′′∆z−3
A , where ε′′ is the

imaginary part of the dielectrics dielectric permittivity. This means that if an atom

is close to a lossy dielectric, it couples very strongly to dissipative modes in the

medium.

In our case, the metal film corresponds to such a lossy medium. Despite its small

width, it can induce a non-radiative decay of the oscillator if the latter is too close

to the film. The oscillator then decays more quickly than the single-photon pulse

can excite it, which limits the achievable excitation probability. We remark that

the lossy nature of the metal film implies that our findings are not in disagreement

with time reversal. Quantum mechanics has a time-reversal symmetry only when

the evolution is unitary. The noise currents, which accompany the absorption of

photons in a metal, lead to decoherence of our system, so that the time evolution is

irreversible.

5.5 Summary

In this chapter we have proposed an experiment to analyze the role of SPs in atomic

excitation processes. An incoming single-photon pulse, which mimics the time in-

version of spontaneously emitted light, is incident on an atom near a metal film. In

absence of dielectric losses such a pulse should excite the atom with a high probability

Pe.

However, non-radiative decay of the atom, due to coupling to the lossy metal film,
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limits Pe to values around 35%. The reason is that, as the atom gets closer to the

metal, the non-radiative decay will happen on a faster time scale than the excitation

through the photon. The reduced excitation probability limits the effectiveness of

single photon interactions in the Kretschmann configuration.



Chapter 6

Conclusion

In this thesis, two primary aspects of the physics involving surface plasmons have

been studied: the effect of dipole images on the collective emission of radiation

by a set of classical dipoles and the excitation of atoms by single-photon pulses.

The common mathematical technique that was used is Green’s functions for the

electromagnetic field in the presence of layered and lossy dielectrics. This choice was

made so that the theory of quantum electrodynamics in the presence of absorbing

dielectrics could be employed, which is necessary to describe the interaction between

photons and atoms.

The physical parameters that were necessary to generate surface plasmons in the

Kretschmann configuration were determined in Chapter 2. To study the radiation

that propagates through the medium and from emitting sources, the dyadic Green’s

functions are obtained for multi-layered dielectrics. The Green’s functions would be

applied to all our studies of radiation dynamics.

In Chapter 3, we first studied the influence of surface plasmons on cooperative

emission from an ensemble of emitters. Superradiance provides a means to acquire

information about the state of a series of emitters by observing the associated increase

in radiation intensity and decrease of atomic lifetimes. We saw that when the emitted

light generated surface plasmons, the emission rate was generally increased and a

gain in intensity, related to the separation distance from the interface, was obtained.

Because of the imaging effect of the dipoles in the metal, however, we saw that

85
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normally superradiant configurations of dipoles would be dampened and become

subradiant while still possessing the N2 hallmark for superradiance. The additional

subradiant states potentially offer additional opportunities for storing light in atomic

dipoles.

The excitation of a single emitter by a photon was described in Chapter 5 using a

QED formalism constructed in Chapter 4. This enabled us to include the losses and

absorption intrinsic to the metal film in our description. We considered a photon

that originated far away from the metal interface and established an upper bound on

the excitation probability. A nearly optimal excitation probability was only obtained

when non-radiative decay was ignored. When the losses were properly accounted for,

the excitation probability was effectively halved. This finding implies that the use

of a surface plasmon excitation device for quantum information may be limited, at

least for the Kretschmann geometry that has been studied in this thesis.

In future work, it would be of interest to find ways to overcome the limitations

of surface plasmons that we have found here. The Kretschmann configuration is

experimentally relevant and theoretically convenient, but it has the disadvantage

that a large fraction of the emitted radiation can escape into the vacuum above the

metal film. This puts a loss-independent upper bound on the excitation probability

of the single emitter and results in the superradiant emission not being emitted into

a singular mode. To remedy the situation, an additional dielectric mirror could be

used to sandwich the emitter between the metal film and mirror similarly to an

optical cavity. Provided the separation distance is smaller than the wavelength, this

would reduce emission into the vacuum to negligible levels.

Furthermore, the surface plasmon can freely propagate in two dimensions on
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a flat metal film, allowing the surface plasmons to disperse over a larger surface

introducing additional losses to heating. In the context of plasmonics, extensive

amount of work is currently undertaken to explore more general geometries that

control surface plasmon dispersion, for instance narrow grooves, which effectively

channel the surface plasmon into one dimension [34, 37, 110]. Our methods could

generally be adapted to these cases. However, finding the radiative Green’s function

for complicated systems would have to be done numerically.



Appendix A

Green’s Functions of Layered Dielectrics

A.1 General relations for the Green’s functions

The Green’s function has a number of very useful properties. Some central relations

are

G∗ik(r, r
′, ω) = Gik(r, r

′,−ω∗), (A.1)

Gki(r
′, r, ω) = Gik(r, r

′, ω), (A.2)

and the integral relation

ImGij(r, r
′, ω) =

∫
d3r′′

ω2

c2
ε′′(r′′, ω)Gik(r, r

′′, ω)G∗jk(r
′, r′′, ω). (A.3)

The following integral appears in some calculations,∫ ∞
0

dω
ω

c2
ImGik(r, r

′, ω) =
1

2ic2

∫ ∞
−∞

dω ωGik(r, r
′, ω)

=
π

2ε∞
δikδ(r − r′) , (A.4)

where ε∞ ≡ lim|ω|→∞ ε(r, ω). It can be derived using the residue theorem by em-

ploying that the Green’s function is holomorphic in the upper half plane and

lim
|ω|→∞

q2(r, ω)Gik(r, r
′, ω) = −δikδ(r − r′) , (A.5)

with q(r, ω) =
√
ε(r, ω)ω/c. It is worthwhile to note that Knöll, Scheel, and Welsch

[96] also give a relation of the form

lim
|ω|→∞

ω2

c2
Gik(r, r

′, ω) = −δikδ(r − r′) . (A.6)
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These two relations are equivalent if one keeps in mind that limω→∞ ε(r, ω) = 1 for

real physical systems. However, sometimes one wishes to relax this condition and

simply consider a medium with constant refractive index n. If n 6= 1, this is not

in agreement with the Kramer-Kronig relations anymore, but one nevertheless may

expect that many aspects of the physics will be correctly described.

A.2 Bulk dielectric dyadic Green’s function

The Green function for a homogenous isotropic medium is determined by Eq. (2.17),

and is given by

Gµν(r, r
′, ω) =

(
∂

∂rµ

∂

∂rν
+ δµνq

2(ω)

)
q−2(ω)g(r, r′, ω), (A.7)

where g(r, r′, ω) is the scalar Green function

g(r, r′, ω) =
eiq(ω)|r−r′|

4π|r − r′|
. (A.8)

The transverse part of the vacuum Green’s function GV, has the useful property

ImGµν(r, r, ω) =
ω

6πc
δµν . (A.9)

In momentum (k) space, the dyadic Green function Gµν(k, ω) is obtained through

the transform

Gµν(k, ω) =

(
δµν −

kµkν
q2(ω)

)
1

k2 − q2(ω)
. (A.10)

The imaginary part of q should be larger than zero to guarantee that the poles of G

as a function of ω lie in the lower half. In this way the Green’s function G(t) will be

zero for t < 0 when the Fourier transform is calculated using the residue theorem. A

lossless medium can be described by taking the limit Imq(ω) → 0. It is worthwhile
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to note that the second expression is the Fourier transform of Eq. (A.7). This also

shows that Eq. (A.7) is the full Green’s function and not the transverse part.

The imaginary part of the Green function appears frequently in both classical

and quantum treatments of the electromagnetic field. In non-absorbing media, where

ε(ω) ∈ <, only the transverse components of the Green function are complex. The

imaginary component is

ImGµν(r, r
′, ω) =

q

4π

([( 1

qρ
− 1

(qρ)3

)
δµν −

( 1

qρ
− 3

(qρ)3

)ρµρν
ρ2

]
sin qρ

+

[
1

(qρ)2
δµν −

3

(qρ)2

ρµρν
ρ2

]
cos qρ

)
, (A.11)

with ρ = r − r′. In momentum space k, the imaginary part of ImGµν(r, r
′, ω) for a

lossless medium can be expressed as follows

FTImGµν(r, r
′, ω) =

1

16q(ω)π2
eik·r

′
(
δµν −

kµkν
q2(ω)

)
δ(k − q(ω)) (A.12)

A.2.1 Lossless homogeneous medium

Now k and q are always positive so that we can set k + q = k + q∗ = k + q because

it makes no difference in the limit Im q → 0. Consequently we get

lim
Im q→0

ImGij(r, ω) =
1

2i

1

(2π)3

∫
d3k

eik·r

k + q

{(
δij −

kikj
q2

)
1

(k − q)
−
(
δij −

kikj
q2

)
1

(k − q∗)

}
=

1

16q(ω)π2

∫
d3k eik·r

(
δij −

kikj
k2

)
δ(k − q(ω)) (A.13)

In particular, in the case r = 0,

ImGij(r = 0, ω) =
q(ω)

6π
δij . (A.14)
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It is worth to note that the imaginary part is automatically transverse because it is

on-shell. Another useful relation for the Fourier transformation with respect to r is

FT (ImGij(r − rA, ω)) (k) = (2π)3/2 e−ik·rA

16q(ω)π2

(
δij −

kikj
k2

)
δ(k − q(ω)) . (A.15)

For a comparison with the interface it is useful to consider the partial Fourier

transform of the Green’s function,

G̃ki(k‖, ω, zA, z) =

∫ ∞
−∞

dkz√
2π
eikz(zA−z)Gij(k, ω)

=

∫ ∞
−∞

dkz
(2π)2

eikz(zA−z)
(
δij −

kikj
q2

)
1

k2
‖ + k2

z − q2
. (A.16)

This can be evaluated using the Residue theorem. Keeping in mind that the imag-

inary part of the refractive index should be positive, we should replace q by q + iε.

The poles for kz then appear at kz = ±(β1 + ε′), with β1 =
√
q2 − k2

‖. The contour

has to be closed in the upper half plane for zA − z > 0, and in the lower half plane

for zA− z < 0. In each of these two cases only one of the two poles is enclosed. The

result of this calculation is

G̃ki(k‖, ω, zA, z) =
eiβ1|zA−z|

4πq2


i(q2−k2x)

β1
− ikxky

β1
i sgn (z − zA) kx

− ikxky
β1

i(q2−k2y)
β1

i sgn (z − zA) ky

i sgn (z − zA) kx i sgn (z − zA) ky
ik2‖
β1


(A.17)

A.3 Reflection and transmission Green’s function

This section contains all the reflected and transmitted portions of the Green’s func-

tion. As an example of their derivation, the G̃xx(kp, ω; z, z′)is derived.
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Solving for G̃xx(kp, ω; z, z′)

From Eq. (2.36), we see that G̃xx(kp, ω; z, z′) is continuous across the interface. From

Eq. (2.33) we acquire

− ikpG̃zx(kp, ω; z, z′) =
k2
p

εω
2

c2
− k2

p

∂zG̃xx(kp, ω; z, z′). (A.18)

I can then express Eq. (2.36) as

∂zG̃xx(kp, ω; z, z′) +
k2
p

εω
2

c2
− k2

p

∂zG̃xx(kp, ω; z, z′), (A.19)

and rearranging I acquire the continuous quantity

εω
2

c2

εω
2

c2
− k2

p

∂zG̃xx(kp, ω; z, z′). (A.20)

Since ω2

c2
is a conserved quantity, and εω

2

c2
− k2

p is the normal wave vector component

kz, this can be re-expressed as

ε

k2
z

∂zG̃xx(kp, ω; z, z′). (A.21)

The differential equation for G̃xx(kp, ω; z, z′) is acquired by eliminating G̃zx(kp, ω; z, z′)

from the Equations (2.27) and (2.33). Differentiating Eq. (2.33) with respect to z,

multiplying by −ikp
k2p−εω

2

c2

and adding to Eq. (2.27) we acquire

−

(
ε
ω2

c2
−

εω
2

c2

k2
p − εω

2

c2

∂2
z

)
G̃xx(kp, ω; z, z′) = δ(r− r′) (A.22)

−

(
ε
ω2

c2
+
εω

2

c2

k2
z

∂2
z

)
G̃xx(kp, ω; z, z′) = δ(r− r′) (A.23)

(k2
z + ∂2

z )G̃xx(kp, ω; z, z′) = − k2
z

εω
2

c2

δ(r− r′). (A.24)
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The following equation can be used in determining the solution to the above

differential equation

(β2 + ∂2
z )
eiβ|z−z

′|

2iβ
= δ(r− r′) (A.25)

I will use the notation of q =
√
εω
c

and β = kz =
√
εω

2

c2
− k2

p from this point on.

Our solution for the source term of G̃xx(kp, ω; z, z′) is then

iβ

2q2
eiβ|z−z

′|. (A.26)

Using this source term, we now can construct the Green’s function term G̃xx(kp, ω; z, z′)

for a planar interface.

Consider a planar interface at z = 0 in the x-y plane, seperating two dielectric

medium with ε = ε1 for z < 0 and ε = ε2 for z > 0. Now consider a source in the

region z < 0 and z′ < 0. The wave vector and the component normal to the surface

will be notated by qi =
√
εi
ω
c

and βi =
√
q2
i − k2

p respectively, with the subscript i

indicating the half space of the medium. The reflected and transmitted components

of the Green’s function are solutions to the Helmholtz equation (β2
i + ∂2

z ) and have

solutions of the form e±iβiz depending on propagation direction. G̃xx(kp, ω; z, z′) for

the two half spaces is then

G̃xx(kp, ω; z, z′) =


iβ1
2q21
eiβ1|z−z

′| +Be−iβ1z z < 0

Ceiβ2z z > 0.
(A.27)

From Eq. (2.36) and continuity at z = 0 we acquire the expression

iβ1

2q2
1

eiβ1|z
′| +B = C. (A.28)

The second necessary equation comes from the continuous quantity Eq. (A.21). The
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derivative of the source term is

∂ze
iβi|z−z′| = ∂z(e

iβi(z−z′)Θ(z − z′) + e−iβi(z−z
′)Θ(z′ − z))

= (eiβi(z−z
′)δ(z − z′)− e−iβi(z−z′)δ(z − z′))

+iβi(e
iβi(z−z′)Θ(z − z′)− e−iβi(z−z′)Θ(z′ − z))

= 2i sin (βi(z − z′))δ(z − z′) + iβie
iβi|z−z′|sgn(z − z′)

= 0 + iβie
iβi|z−z′|sgn(z − z′). (A.29)

Applying the boundary condition Eq. (2.36) to Eq. (A.27) and using the above

expression (and noting that sgn(z − z′) is positive because z = 0 and z′ < 0) the

acquired expression is

iβ1
ε1
β2

1

(
iβ1

2q2
1

eiβ1|z
′| −B) = iβ2

ε2
β2

2

C

iβ1

2q2
1

eiβ1|z
′| −B =

ε2β1

ε1β2

C (A.30)

Using the method of Ref. [89] (See also Ref. [90]) the dyadic Green functions of

a multiple layered planar dielectric are solved. Due to the translational invariance

of the problem of a planar dielectric interface, it is useful to decompose the Green’s

function into transverse and normal components through the Fourier transform

Gµν(r, r
′, ω) =

∫
d2kp
(2π)2

eikp·(rp−r
′
p)G̃µν(kp, ω; z, z′), (A.31)

where kp is the wave vector component tangential to the interface and rp is the

corresponding position component.

For sources located in region 3 (z′ > d) and z > d the elements of G̃µν(kp, ω; z, z′)
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are

G̃xx =
1

k2
p

e−iβ3(z+d)
(
k2
xR̃

TM
3,2 Zxx(kp, z

′)

+k2
yR̃

TE
3,2 Zyy(kp, z

′)
)

(A.32)

G̃xy =
kxky
k2
p

eiβ3(z−d)
(
R̃TM

3,2 Zxx(kp, z
′)

−R̃TE
3,2 Zyy(kp, z

′)
)

(A.33)

G̃xz =
kx
kp
R̃TM

3,2 Zxz(kp, z
′)eiβ3(z−d) (A.34)

G̃yx = G̃xy (A.35)

G̃yy =
1

k2
p

eiβ3(z−d)
(
k2
yR̃

TM
3,2 Zxx(kp, z

′)

+k2
xR̃

TE
3,2 Zyy(kp, z

′)
)

(A.36)

G̃yz = G̃xz, kx ↔ ky (A.37)

G̃zx = −kx
β3

R̃TM
3,2 Zxx(kp, z

′)eiβ3(z−d) (A.38)

G̃zy = −ky
β3

R̃TM
3,2 Zxx(kp, z

′)eiβ3(z−d) (A.39)

G̃zz = −kp
β3

R̃TM
3,2 Zxz(kp, z

′)eiβ3(z−d) (A.40)
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and for z < 0 the terms are

G̃xx =
1

k2
p

e−iβ1z+iβ2d
(
k2
xS̃

TM
3,1 Zxx(kp, z

′)

+k2
yS̃

TE
3,1 Zyy(kp, z

′)
)

(A.41)

G̃xy =
kxky
k2
p

e−iβ1z+iβ2d
(
S̃TM3,1 Zxx(kp, z

′)

−S̃TE3,1 Zyy(kp, z
′)
)

(A.42)

G̃xz =
kx
kp
S̃TM3,1 Zxz(kp, z

′e−iβ1z+iβ2d) (A.43)

G̃yx = G̃xy (A.44)

G̃yy =
1

k2
p

e−iβ1z+iβ2d
(
k2
yS̃

TM
3,1 Zxx(kp, z

′)

+k2
xS̃

TE
3,1 Zyy(kp, z

′)
)

(A.45)

G̃yz = G̃xz, kx ↔ ky (A.46)

G̃zx = −kx
β3

S̃TM3,1 Zxx(kp, z
′)e−iβ1z+iβ2d (A.47)

G̃zy = −ky
β3

S̃TM3,1 Zxx(kp, z
′)e−iβ1z+iβ2d (A.48)

G̃zz = −kp
β3

S̃TM3,1 Zxz(kp, z
′)e−iβ1z+iβ2d (A.49)

where

Zxx(kp, z
′) =

iβ3

2k2
3

eiβ3|d−z
′| (A.50)

Zyy(kp, z
′) =

i

2β3

eiβ3|d−z
′| (A.51)

Zxz(kp, z
′) =

ikp
2k2

3

eiβ3|d−z
′| , (A.52)

with βi =
√
k2
i − k2

p and ki =
√
εi
ω
c
.

The transmission and reflection of radiation at the interface is characterized by

the generalized Fresnel reflection and transmission coefficients. Consider a series of
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interfaces, where i increases for z increasing in z > 0. For reflection in region i, from

an interface between regions i and i− 1, the generalized reflection coefficient is

R̃
TM/TE
i,i−1 =

R
TM/TE
i,i−1 + R̃

TM/TE
i−1,i−2 e

i2βi−1(di−1−di−2)

1 +R
TM/TE
i,i−1 R̃

TM/TE
i−1,i−2 e

i2βi−1(di−1−di−2)
. (A.53)

The generalized transmission coefficients are

T̃
TM/TE
i,i−1 =

T
TM/TE
i,i−1

1 +R
TM/TE
i,i−1 R̃

TM/TE
i−1,i−2 e

i2βi−1(di−1−di−2)
. (A.54)

These are expressed in the usual Fresnel coefficients

RTM
i,i−1 =

εi−1βi − εiβi−1

εi−1βi + εiβi−1

(A.55)

RTE
i,i−1 =

βi − βi−1

βi + βi−1

(A.56)

T TMi,i−1 =
2εiβi−1

εi−1βi + εiβi−1

(A.57)

RTE
i,i−1 =

2βi
βi + βi−1

. (A.58)



Appendix B

Stationary Phase Method

To evaluate the two-dimensional integral in Eq. (2.22) we use the stationary phase

method (see, e.g., Ref. [58]). The method of stationary phase for double integrals

and its derivation is a lengthy discussion. The subject in it’s entirety is beyond the

scope of these notes.

Consider a general double integral over the domain S

A(r) =

∫∫
S

dp dq a(p, q)eirΦ(p,q). (B.1)

as r →∞. Again the function a(p, q) can be thought of as an amplitude modulation

of the oscillating term eirφ(p,q). Of interest are critical points of the first kind, whose

points that are within the domain S. The function φ(p, q) is stationary for those

points that satisfy the condition

∂φ(p, q)

∂p
=
∂Φ(p, q)

∂p
= 0. (B.2)

The derivation of the contribution of the critical point is not important here. The

derivation is solving an integral of a quadratic function of the two variables p and q

with coefficients that are second order partial derivatives of φ(p, q). Two quantities

of importance, which depend entirely upon the second order partial derivatives, are

Σ = Φxx + Φyy, (B.3)

∆ = ΦxxΦyy − Φ2
xy. (B.4)
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The contribution to the integral from a critical point is

A(1)(r) ∼ 2πiσ

r
√
|∆|

a(p1, q1)eirΦ(p1,q1), (B.5)

where (The eqnarray environement fails me here. I need array and multiple columns),

σ = 1when∆ > 0,Σ > 0 (B.6)

= −1when∆ > 0,Σ < 0 (B.7)

= −iwhen∆ < 0. (B.8)

There are two contributions to the phase of the integrand: the Fourier transform

term and the phase of the Greens function itself, which depends on the phase of the

Fresnel coefficients and a phase factor that depends on the position z′ of the source.

Because the film thickness d is much smaller than λ the Fresnel coefficients vary

slowly with kp. For this reason we need only to consider the position of the source.

For brevity we here will only discuss the Green’s function for the observation point r

in region 1 and the source position r′ in region 3. Because of the general form of the

Green’s function in this case (see Eqs. (A.41) - (A.49)) integral (2.22) can generally

be written as

Gµν(r, r
′, ω) =

∫
d2kp
(2π)2

eikp·(r−r
′)e−iβ1zeiβ3|d−z

′|

×Dµν(kx, ky, ω) , (B.9)

where the coefficients Dµν(kx, ky, ω) are related to the Fresnel coefficients and can be

formally defined as Dµν(kx, ky, ω) = G̃µν(kp, ω; z, z′)eiβ1ze−iβ3|d−z
′|. The phase term

of interest is then

Φ = kp · (r − r′)− β1z + β3|d− z′|. (B.10)
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Recognizing that z′ > d, and that kp = (kx, ky, 0) is the same in region 1 and 3 we

get

Φ = kx(x− x′) + ky(y − y′)− β1z + β3(z′ − d) (B.11)

The phase is then expanded in powers of k1r. To do so we introduce the quantities

sx =
x

r
, sy =

y

r
(B.12)

s′x =
x′

r
, s′y =

y′

r
(B.13)

p =
kx
k1

, q =
ky
k1

(B.14)

sz =
z

r
= (1− s2

x − s2
y)

1/2 (B.15)

s′z =
z′

r
= (1− s′2x − s′2y )1/2 (B.16)

m = −β1

k1

= −(1− p2 − q2)1/2 (B.17)

m′ =
β3

k1

= +

((
k3

k1

)2

− p2 − q2

)1/2

, (B.18)

where (sx, sy, sz) determine the direction of the observation point relative to the

source, and p, q are re-scaled integration variables. We can then express the phase

as

Φ = k1r
(
p(sx − s′x) + q(sy − s′y) +msz +m′s′z

)
. (B.19)

The integral is evaluated in the limit of large k1r. The stationary points are

determined by setting the derivatives ∂Φ/∂p and ∂Φ/∂q to zero which yields

sx − s′x
sz + s′z

m
m′

=
p

m
and

sy − s′y
sz + s′z

m
m′

=
q

m
. (B.20)

Because r � r′ we generally have s′i � si. This is not true if we observe the

far field very close to the z-axis (so that sx ≈ s′x) or very close to the plane of the
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interface (so that sz ≈ s′z). Ignoring these special cases we can simplify the stationary

points to

sx
sz

=
p

m
and

sy
sz

=
q

m
, (B.21)

which is the usual result of the far field approximation that k and r are parallel.

To determine the contribution of the critical points to the integral the second

order partial derivatives at the stationary points must be evaluated. These evaluated

derivatives are

∂2Φ

∂x2
= −

(
1 +

(
sx
sz

)2
)
, (B.22)

∂2Φ

∂y2
= −

(
1 +

(
sy
sz

)2
)
, (B.23)

∂2Φ

∂x∂y
= −sxsy

s2
z

. (B.24)

If we parametrize the stationary point as p = kx
k1

= sinφ cos θ, and q = ky
k1

=

sinφ sin θ, the Green’s function in stationary phase approximation becomes

Gµν(r, r
′, ω) =

i

2π

(
ki
r

z

r

)
eik1re−ik1 sinφ(cos θx′+sin θy′)e−iβ1zeiβ3|d−z

′|

×Dµν(k1 sinφ cos θ, k1 sinφ sin θ, ω). (B.25)

The terms βj = kz,i are evaluated at kp = k1 sinφ, such that βj =
√
k2
j − k2

1 sin2 φ.

The effect of the stationary phase method on the integral is a leading term that is

proportional to z. This results in the vanishing of terms near the boundary with the

exception of those tied to TE radiation. Expressing Dµν in terms of G̃µν then yields

Eq. (3.18).



Appendix C

Spontaneous Decay of the Harmonic Oscillator

We consider the dynamics of the coupled atom-radiation system when its initial state

corresponds to an excited atom with no photons present,

|ψinit〉 = b̂†0|0〉 ⊗ |vac〉. (C.1)

Here, b̂0 corresponds to the harmonic oscillator’s lowering operator in Schrödinger

picture, |0〉 denotes its ground state, and |vac〉 describes the electromagnetic vacuum

state. For the initial state (C.1), the spontaneously emitted single-photon field can

be found, upon using Equations (4.41) and (4.42), through

E
(se)
i (r, s) = 〈0| ⊗ 〈vac|Êi(r, s)|ψinit〉 (C.2)

=
i

g
ek

Γik(r, s) + i∆ik(r, s)

s+ iω′0 + γ
. (C.3)

To find the emitted field after a long time t� 1/γ we recall that the inverse Laplace

transform is defined as E
(se)
i (r, t) = (2πi)−1

∫ i∞+ε

−i∞+ε
etsE

(se)
i (r, s)ds, with ε > 0. This

can be evaluated using the residue theorem. The function E
(se)
i (r, s) has two con-

tributions: one arriving from the pole s = −iω′0 − γ, and a branch cut arising from

the pole at s = −iω in Eq. (4.40). The former generates an exponentially decaying

term, which can be neglected for large times. We then find

E
(se)
i (r, t) ≈ i

g~
πε0

ek

∫ ∞
0

dω
e−iωt

i(ω′0 − ω) + γ

ω2

c2
ImGik(r, rA, ω) . (C.4)

Writing ImGik = (2i)−1(ImGik−ImG∗ik) and using the conjugation property Eq. (A.1),

one can show that G∗ik(r, rA, ω) corresponds to an off-resonant contribution, which
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can be neglected. We then obtain

E
(se)
i (r, t) ≈ g~

2πε0

ek

∫ ∞
0

dω
e−iωt

i(ω′0 − ω) + γ

× ω2

c2
Gik(r, rA, ω) . (C.5)

We are interested in the case when the atom is placed above the metal film and

the emitted field is observed on the side of the prism. In the far-field limit kr � 1 (see

App. C of Ref. [99]), the Green’s function takes the approximate form in Eq. (3.18)

with k = k1
r
r

and k‖ the projection of this vector on the (x-y-) plane of the interface,

as well as k1 = ω
√
ε1/c.

The light pulse (C.5) contains an infinite range of frequencies. This is necessary

because the oscillator corresponds to a point dipole at position rA, so that the emitted

light is initially strongly localized. In a renormalized treatment, the oscillator has

a finite size, so that, for an isotropic smearing function h̃(r) the renormalization

procedure outlined above simply results in a frequency cutoff in the integral over ω.

The precise value of this cutoff only affects the value of the renormalized resonance

frequency ω′0. To a very good approximation, the shape of the pulse is determined

by a narrow frequency range of a width in the order of ∆ωmax = 100γ around the

oscillator’s resonance frequency. Within this range, only the exponentials and the

Lorentzian denominator vary significantly with ω. We can therefore approximate

the emitted field by

E
(se)
i (r, t) ≈ ig~

4π2ε0

eke
−iω′0(t−n1

r
c
)k1z

r2

ω′20
c2
G̃ik(k‖, ω

′
0; z′)

× e−ik‖·r′
∫ ∆ωmax

−∆ωmax

d∆ω
e−i∆ω(t−n1

r
c
)

−i∆ω + γ
. (C.6)

We will assume that the oscillator is placed above the origin of the coordinate system,
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so that e−ik‖·r
′

= 1. The integral over ∆ω can easily be performed. In the limit

∆ωmax →∞, which gives an excellent and convenient approximation we obtain

E
(se)
i (r, t) ≈ ig~

2πε0

eke
−iω′0(t−n1

r
c
)k1z

r2
G̃ik(k‖, ω

′
0; z′)

ω′20
c2

Θ
(
t− n1

r

c

)
e−γ(t−n1

r
c
), (C.7)

with Θ the step function, k1 = ω0n1/c, and k‖ the projection of k1r/r on the x-y-

plane.

The pulse (C.7) has a clear physical interpretation. It corresponds to a light pulse

that travels with the velocity of light c/n1 through the prism. The step function en-

sures that the front of the pulse arrives at distance r not earlier than t = n1r/c. For

larger times, the pulse at this point decreases exponentially because of the oscilla-

tor’s decay. The expression e−iω
′
0(t−n1

r
c
)k1z/r

2 describes the far-field of an oscillating

point dipole. The factor G̃ik(k‖, ω0; z′) essentially contains Fresnel coefficients and

describes the modulation of the light intensity with observation direction r/r. In par-

ticular, this factor describes the narrow emission cone associated with the generation

of SPs.
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Excitation Probability for a Single-Photon Pulse

To find the excitation probability, we use the initial state |ψ0〉 = â†|vac〉⊗ |0〉, which

describes a single-photon pulse. The mode annihilation operator â given by Eq. (5.2),

with the field amplitude of Eq. (5.9).

Pe(t) =
∣∣∣〈0|b̂(t)|ψ0〉

∣∣∣2
=
∣∣∣[b̂(t) , â†]∣∣∣2 . (D.1)

Using solution (4.41), the commutator can be evaluated as

[b̂(t) , â†] =
1

2πi

∫ ε+i∞

ε−i∞
ds ets[b̂(s) , â†]

=
gε∞
π2

∫ ε+i∞

ε−i∞
ds ets

ek
s+ iω′0 + γ

∫ ∞
0

dω

s+ iω

×
∫
d3r E i(r)

ω

c2
ImGki(rA, r, ω) . (D.2)

The integral over s can be solved using the residue theorem. There are two poles at

s = −iω and s = −iω′0 − γ. Assuming that t� γ−1, the exponential suppresses the

contribution of the second pole. We therefore get

[b̂(t) , â†] ≈ −2gε∞
π

∫ ∞
0

dω
e−iωt

ω − ω′0 + iγ

ω

c2

×
∫
d3x ekImGki(rA,x, ω)E i(x) . (D.3)

To further evaluate this commutator, we make use of the planar symmetry of

the metal interface, which guarantees that the Green’s function is homogeneous in
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the x-y plane. As shown in appendix B of Ref. [99], one can perform a Fourier

transformation in the x-y-plane so that

Gki(rA,x, ω) =

∫
d2k‖
2π

eik‖·(rA−x)G̃ki(k‖, ω, zA, z), (D.4)

The commutator (D.3) can then be expressed as

[b̂(t) , â†] =
igε∞
π

ek

∫ ∞
0

dω
e−iωt

ω − ω′0 + iγ

ω

c2

∫
d2k‖

∫ ∞
−∞

dz

×
(
E i(k‖, z)eik‖·rAG̃ki(k‖, ω, zA, z)

− E i(−k‖, z)e−ik‖·rAG̃∗ki(k‖, ω, zA, z)
)
. (D.5)

For a photon pulse that is incident from the prism (z < 0) and an atom placed

above the metal film (zA > 0), the Green’s function G̃ki(k‖, ω, zA, z) is proportional

to eiβ1(zA−z). Defining

G̃ki(k‖, ω, zA) ≡ eiβ1z sgn(zA−z)G̃ki(k‖, ω, zA, z), (D.6)

we then find

[b̂(t) , â†] =
igε∞
π

ek

∫ ∞
0

dω
e−iωt

ω − ω′0 + iγ

ω

c2

∫
d2k‖

∫ ∞
−∞

dz

×
(
E i(k‖, z) eik‖·rAe−iβ1zG̃ki(k‖, ω, zA)

− E i(−k‖, z)e−ik‖·rAeiβ1zG̃∗ki(k‖, ω, zA)
)
. (D.7)

If β1 =
√
ε1ω2/c2 − ~k2

‖ ≥ 0 for all Fourier components of the electric field, this can

be evaluated to

[b̂(t) , â†] = i

√
2

π

∫ ∞
0

dω
gε∞eke

−iωt

ω − ω′0 + iγ

ω

c2

∫
d2k‖e

ik‖·rA

×
{
G̃ki(k‖, ω, zA)E i(k‖, kz = β1)

− G̃∗ki(−k‖, ω, zA)E i(k‖, kz = −β1)
}
. (D.8)
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The field amplitude E i(k) describes a pulse that starts on the prism side (z < 0) and

is incident on the atom. Its general direction of propagation is therefore upwards,

so that it only contains Fourier components with kz > 0. We therefore arrive at the

result

[b̂(t) , â†] = i

√
2

π

∫ ∞
0

dω
gε∞eke

−iωt

ω − ω′0 + iγ

ω

c2

∫
d2k‖e

ik‖·rA

× G̃ki(k‖, ω, zA)E i(k‖, kz = β1). (D.9)

Because of the rotational symmetry of the interface we express the wavevector k

in spherical coordinates k, θ, φ, so that β1 =
√
ω2n2

1/c
2 − k′2 sin2 θ. For an incident

photon close to the SP resonance angle, sin θ is not close to unity. Consequently,

β1 > 0, so that it is justified to use Eq. (D.8).

For a dipole orientation e along the z-axis, the field amplitude (5.9) depends

on the azimuthal angle φ only through the factor in parentheses. Furthermore, the

Green’s function’s dependence on φ can be written in terms of a rotation matrix,

G̃ki(~k
′
‖, ω, zA) = (R(φ) · Ḡ(k′‖, ω, zA) ·R−1(φ))ki (D.10)

R(φ) =


cosφ − sinφ 0

sinφ cosφ 0

0 0 1

 . (D.11)

The integration over φ is then easy to perform. Using the explicit form of the Green’s

function given in Ref. [99], we then arrive at

[b̂(t) , â†] =

√
2

π

∫ ∞
0

dk‖

∫ ∞
0

dω

ω

e−iωt

ω − ω′0 + iγ

×
2g k3

‖ A β2 ε1ε2 e
i(β2d−β3(d−zA))

e2iβ2d(β2ε1−β1ε2)(β2ε3−β3ε2)−(β2ε1+β1ε2)(β3ε2+β2ε3)
. (D.12)
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Because the incident pulse is confined in the inclination angle θ, a change of integra-

tion variables from k‖ = n1
ω
c

sin θ to θ is convenient. Doing so yields Eq. (5.13).
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